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Nonequilibrium real-gas effects on surface heating rates, skin friction, and flow field unsteadiness of
two-dimensional hypersonic shock-wave/boundary-layer interaction were studied by numerical
simulations. The unsteady Navier–Stokes equations with nonequilibrium vibrational and chemical
models for five-species air were solved by a finite-volume second-order TVD scheme together with
a third-order semi-implicit Runge–Kutta scheme. Two cases of high-enthalpy shock/boundary layer
interaction problems were studied in this paper. The freestream enthalpy was high enough to
produce vibrational excitation and dissociation/recombination chemistry behind the shock. The first
case was a steady two-dimensional shock/boundary layer interaction on a flat plate with a mixture
of N2 and O2 in the freestream. It was found that the real gas effects reduce the size of the shock
induced separation bubble and the magnitude of the surface heating rates. The second case was a
self-sustained unsteady type IV shock–shock interference heating of a pure N2 flow over a cylinder.
The results showed that type IV shock–shock interference heating flows with real-gas effects are
inherently unsteady. Vortices are generated and shed off near the jet impingement point. This
periodic shedding of the vortices contributes to the self-sustained oscillations of both the jet and
other parts of the flow fields. In addition, the real-gas effects reduce the level of peak surface heating
and peak surface pressure due to endothermic real-gas effects. ©1997 American Institute of
Physics.@S1070-6631~97!02301-5#
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I. INTRODUCTION

Shock-wave/boundary layer interactions and shoc
shock interference heating problems occur in many exte
and internal flow fields around hypersonic vehicles, such
the one shown in Fig. 1. Understanding such shock inte
tions is vital for the design of hypersonic vehicles beca
they often introduce severe local heating and induce bou
ary separations. Two types of shock interactions, sho
boundary layer interactions and type IV shock interferen
heating, were studied in this paper.

The first type of shock interactions is the shoc
boundary layer interaction on a flat plate, where an incid
oblique shock is reflected by the surface of the plate. Fig
2 shows a schematic of a steady shock-wave reflection in
action with the viscous boundary layer. The large adve
pressure gradient due to the incident shock hitting the w
causes the boundary layer to separate. When the boun
layer reattaches, a reattachment compression shoc
formed. Local heating rates to the surface increase cons
ably at the region of the shock impingement.

The second type of shock interactions is the shoc
shock interference heating problems created by an imping
oblique shock intersecting the freestream bow shock ah
of a body. These interference heating problems were cla
fied by Edney1 into six types according to the shock
impinging location relative to the stagnation point on t
surface. Among them, the type IV interaction, which cor
sponds to the case of impinging point near the stagna
point, has received the most attention because it create

a!Electronic mail: furumoto@seas.ucla.edu
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most complex flow pattern and most severe heating to
surface. Figure 3 shows a schematic of the type IV inter
tion. This interaction creates a transmitted shock which
pinges upon the lower bow shock behind the initial impin
ing oblique shock. Behind this transmitted shock, which
weaker than either bow shock, a supersonic jet is formed
the surrounding subsonic flow. This jet impinges on t
body, ending in a terminating strong shock. At the jet im
pingement point, extremely high surface pressures and h
ing rates are encountered.2–5As the jet flow is expanded ove
the surface, it once again becomes supersonic. This crea
shear layer along the body between the flow from the jet
the subsonic bulk flow behind the bow shock. This type
interaction has been shown to be inherently unstable4,6,7 in
ideal gas flows.

To date, most studies of the shock interactions have b
limited to ideal gas flows for both shock/boundary lay
interaction,8,9 and shock–shock interference heating pro
lems. The ideal gas type IV interference heating problem
been extensively studied experimentally and analytically,3,10

and numerically.4–7 For high-enthalpy hypersonic shock
boundary layer interaction, however, real-gas effects beco
significant and they need to be considered for many of th
flow studies. Real-gas effects can have a noticeable im
on flow features, such as the shock stand off distance
blunt body flow,11 which is reduced due to real-gas effec
and parameters such as surface heating rates, which ca
either reduced or enhanced depending on the nature o
chemical nonequilibrium.

Because of their importance, real-gas effects have
cently been the focus of several studies. For two-dimensio
steady shock/boundary layer interactions, Ballaro a
191/$10.00 © 1997 American Institute of Physics
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Anderson,12 and Grumetet al.13 performed numerical studie
of flow at a scramjet inlet with real-gas effects. A partial
dissociated freestream was assumed to simulate conditio
an inlet behind the bow shock of a vehicle. They found th
the recombination of species at the wall enhanced the sur
heat flux. Type IV shock–shock interactions were stud
numerically by Prabhuet al.14 using an equilibrium chemis-
try model. More recently, Sanderson15 experimentally and
analytically examined the nonequilibrium real-gas effects
type IV interference heating flows. A numerical study w
done by Bru¨ck16 on steady type IV shock–shock interferen
heating flow with nonequilibrium real-gas effects. The e
fects of nonequilibrium and impinging shock location o
steady flow structure and surface pressure and heat flux w
investigated. These real-gas studies, however, have only
dressed the issue of steady flows. Though ideal gas sh
interference has been found to be unsteady and the unst
ness has strong effects on surface heating rates, so fa
numerical work in studying real-gas effects in unstea
shock interactions has been done, to the authors’ knowle

In this paper, the steady and self-sustained unste
shock/boundary layer interaction with real-gas effects w
studied by time-accurate computations of the Navier–Sto
equations with nonequilibrium real-gas models. The t
cases were two-dimensional steady shock/boundary laye
teraction on a flat plate and inherently unsteady type
shock–shock interference heating problems. The h
freestream enthalpy for these two cases was sufficiently h
to produce vibrational excitation and dissociatio
recombination chemistry behind the shock. The effects of
thermo-chemical nonequilibrium on the flow characterist
were investigated by using currently available thermal a
chemical nonequilibrium models. The viscous nonequil
rium flows were modeled by the multi-component Navie
Stokes equations with a multi-temperature model for no
equilibrium vibrational and chemical modes, following th

FIG. 1. Typical hypersonic vehicle and associated shock interaction

FIG. 2. Schematic for steady shock-wave/boundary layer interaction
192 Phys. Fluids, Vol. 9, No. 1, January 1997
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models of Candler,17 Gökçen,18 and Park.19 The chemical
model used in this paper was appropriate for air temperat
below 800029000 K because ionization of the gas was n
glected.

Time-accurate numerical solutions were used to stu
such complex flow problems. The numerical accuracy of
solutions are estimated by grid refinement studies. The g
erning conservation equations for the unsteady real-gas fl
were computed by a second-order TVD scheme with the R
approximate Riemann solver. The stiffness of the sou
terms were removed by using an Additive Semi-impli
Runge–Kutta method of Zhong20 for temporal discretization
of the equations.

II. PHYSICAL MODEL

A. Equations of motion

The multicomponent Navier–Stokes Equations in co
servative form along with the vibrational energy equatio
are

]r i
]t

1
]

]x
~r iu1 j ix!1

]

]y
~r iv1 j iy!5wi , ~1!

]~ru!

]t
1

]

]x
~ru21p2txx!1

]

]y
~ruv2txy!50, ~2!

]~rv !

]t
1

]

]x
~ruv2txy!1

]

]y
~rv21p2tyy!50, ~3!

]Ev

]t
1

]

]x
~uEv1qvx!1

]

]y
~vEv1qvy!5wv , ~4!

FIG. 3. Schematic of a shock–shock interference heating flow field.
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@u~E1p!2utxx2vtxy1qx#1

]

]y
@v~E1p!

2utxy2vtyy1qy#50, ~5!

whereEv andE are the vibrational and total energies p
unit volume, respectively. Thewi ’s are the chemical sourc
terms for speciesi , andwv is the source term for the vibra
tional mode.

B. Equations of state

The system is taken to be a mixture of thermally perf
gases with the following equation of state:

p5rRTt , ~6!

where p and r are the bulk pressure and density, resp
tively, Tt is the translational temperature, andR is the mass
averaged gas constant defined as

R5(
i

r i
r
Ri ; ~7!

Ri is the species specific gas constant.
The nonequilibrium vibrational energy mode is model

by a separate temperature,Tv .
17,18,21 The internal energy

equation for a diatomic species is

ei5
5

2
RiTt1ev i1hi

° , ~8!

ev i5Ri

uv i
euv i /Tv21

, ~9!

whereuv i is the characteristic vibrational temperature of sp
cies i . These values are given in Table I. For monatom
species:

ei5
3

2
RiTt1hi

° . ~10!

In the above,hi
° are the species heats of formation, which a

given in Table I.
The equations for total energy per unit volume are

Ev5(
i

r iev i , ~11!

E5(
i

r iei1r
u21v2

2
. ~12!

TABLE I. Thermal properties and viscosity model for a five species
model.

Thermal properties Coefficients for viscosity model
Species uv ~K! h° ~J/kg! Ai Bi Ci

N2 3390 0 0.567331026 0.7310 20.15103102

O2 2270 0 0.200031025 0.6980 20.14763102

NO 2740 2.9963106 0.149131026 0.7180 20.14963102

N ••• 3.36623107 0.317131021 0.3475 20.13913102

O ••• 1.5433107 0.137431021 0.5139 20.13743102
Phys. Fluids, Vol. 9, No. 1, January 1997
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C. Constitutive relations

The viscous stresses are modeled by the Navier–Sto
equations:

txx5
2

3
mF2]u

]x
2

]v
]yG , ~13!

txy5mF]u]y
1

]v
]xG , ~14!

tyy5
2

3
mF2]v

]y
2

]u

]xG . ~15!

For chemically reacting flow, multicomponent diffusio
is approximately modeled by Fick’s Law for binary diffu
sion:

j ix52rD
]~r i /r!

]x
, ~16!

j iy52rD
]~r i /r!

]y
, ~17!

Diffusion due to thermal and pressure gradients is neglec
for simplicity.

Heat conductivity is modeled by Fourier’s Law:

qx52k t

]Tt
]x

2kv

]Tv
]x

1(
i
j ixhi , ~18!

qy52k t

]Tt
]y

2kv

]Tv
]y

1(
i
j iyhi , ~19!

with the total enthalpy,hi , being given by

hi5ei1RiTt . ~20!

The transport coefficients need to be modeled for a
mixture and, where appropriate, for the nonequilibrium e
ergy modes. Individual species viscosities (m i) are calcu-
lated using a curve fit model presented by Moss:22

m i5 exp@~Ai lnTt1Bi !lnTt1Ci #, ~21!

whereAi , Bi , andCi are tabulated empirical constants give
in Table I. The viscosity of the gas mixture is then comput
according to Wilke’s formulation:23

m5(
i

Xim i

( jXjf i j
, ~22!

f i j5

F11S m i

m j
D 1/2SM j

M i
D 1/4G2

F8S 11
M i

M j
D G1/2 , ~23!

whereM i is the molecular weight andXi is the mole frac-
tion of speciesi , respectively.

The binary diffusion coefficient,D, is computed by as-
suming a constant Schmidt number:18

Sc5
m

rD
50.5. ~24!

r
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While more accurate, multicomponent models are availa
in the literature, for example in Ref. 24, this simple mod
was used due to its higher computational efficiency. Ad
tionally, the shock–shock interaction cases presented be
are two component flows. Because the degree of N2 disso-
ciation in those cases was not extremely high, around 1
the effects of mass diffusion were not expected to be v
large.

The individual species translational heat conduction
efficients (k t i) are given by Eucken’s relation:21

k t i5
5

2
m icvt i , ~25!

where

cvt i5
5

2
Ri for diatomic

and

cvt i5
3

2
Ri for monatomic. ~26!

The overall heat conductivity coefficient is then calculat
using Wilke’s formula in a similar fashion to the one for th
viscosity coefficient.9

The thermal conductivity associated with the vibration
mode is given by18

kv5( S r i
r Dm icvv i , ~27!

where the sum is taken over the diatomic species only, a

cvv i5
Ri~uv i /Tv!

2euv i /Tv

~euv i /Tv21!2
. ~28!

D. Source terms

Finite-rate chemistry of air is modeled using a five sp
cies model (N2 ,O2 ,NO, N, O) without ionization. For the
test cases considered in this paper, the temperatures ar
expected to exceed 9000 K, which is the threshold
ionization.9 The five species reaction model is given as

N21Mi
N1N1Mi , ~29!

O21Mi
O1O1Mi , ~30!

NO1Mi
N1O1Mi , ~31!

N21O
NO1N, ~32!

NO1O
O21N, ~33!

whereMi denotes any of thei species. Reaction rates fo
each of these 17 reactions can be written as

R15(
i
kb1i@N#2@Mi #2kf1i@N2#@Mi #, ~34!

R25(
i
kb2i@O#2@Mi #2kf2i@O2#@Mi #, ~35!

R35(
i
kb3i@N#@O#@Mi #2kf3i@NO#@Mi #, ~36!

R45kb4@NO#@N#2kf4@N2#@O#, ~37!

R55kb5@O2#@N#2kf5@NO#@O#. ~38!
194 Phys. Fluids, Vol. 9, No. 1, January 1997
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The rate coefficients~the kf andkb’s! used in this paper are
the Dunn–Kang rate coefficients based on a two tempera
model as presented by Ha¨user et al.25 Both forward and
backward rate coefficients are calculated using a modi
Arrhenius expression. The translational temperature is u
for the backward~recombination! coefficients and a geo
metrically averaged temperature (ATtTv) is used for the for-
ward ~dissociation! coefficients. The coefficients are given
Table II. With these rate coefficients, expressions for
species source terms can be written as

w15M1~R11R4!, ~39!

w25M2~R22R5!, ~40!

w35M3~R32R41R5!, ~41!

w45M4~22R12R32R42R5!, ~42!

w55M5~22R22R31R41R5!. ~43!

The energy transfer modes considered are translati
vibration coupling, and vibration–dissociation couplin
Other modes were assumed to be negligible in their effec18

The vibration–translation modes was modeled using

TABLE II. Dissociation/recombination rate coefficients for a Dunn–Kang
species air model.

Reaction rate coefficients:k5 CTx
h exp(2 ud /Tx)

Reaction Mi k C(m32kmol2s) h ud ~K! Tx

N21Mi→N1N1Mi N2 kf11 4.8031014 20.5 113000 ATvTt
O2 kf12 1.9231014 20.5 113000 ATvTt
NO kf13 1.9231014 20.5 113000 ATvTt
N kf14 4.1631019 21.5 113000 ATvTt
O kf15 1.9231014 20.5 113000 ATvTt

N1N1Mi→N21Mi N2 kb11 2.7231010 20.5 0 Tt
O2 kb12 1.1031010 20.5 0 Tt
NO kb13 1.1031010 20.5 0 Tt
N kb14 2.2731015 21.5 0 Tt
O kb15 1.1031010 20.5 0 Tt

O21Mi→O1O1Mi N2 kf21 7.2131015 21.0 59500 ATvTt
O2 kf22 3.2531016 21.0 59500 ATvTt
NO kf23 3.6131015 21.0 59500 ATvTt
N kf24 3.6131015 21.0 59500 ATvTt
O kf25 9.0231016 21.0 59500 ATvTt

O1O1Mi→O21Mi N2 kb21 6.003109 20.5 0 Tt
O2 kb22 2.7031010 20.5 0 Tt
NO kb23 3.003109 20.5 0 Tt
N kb24 3.003109 20.5 0 Tt
O kb25 7.5031010 20.5 0 Tt

NO1Mi→N1O1Mi N2 kf31 3.9731017 21.5 75500 ATvTt
O2 kf32 3.9731017 21.5 75500 ATvTt
NO kf33 7.9431018 21.5 75500 ATvTt
N kf34 7.9431018 21.5 75500 ATvTt
O kf35 7.9431018 21.5 75500 ATvTt

N1O1Mi→NO1Mi N2 kb31 1.0031014 21.5 0 Tt
O2 kb32 1.0031014 21.5 0 Tt
NO kb33 2.0031015 21.5 0 Tt
N kb34 2.0031015 21.5 0 Tt
O kb35 2.0031015 21.5 0 Tt

N21O→NO1N ••• kf4 6.7431010 0 38000 ATvTt
NO1N→N21O ••• kb4 1.5631010 0 0 •••
NO1O→O21N ••• kf5 3.183106 21.0 19700 ATvTt
O21N→NO1O ••• kb5 1.303107 21.0 3580 ATvTt
Furumoto, Zhong, and Skiba
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Landau–Teller model, which requires an expression for
respective relaxation time associated with the transfer mo

The expression for vibration–translation coupling is

QT2V5(
j

r jRjuv j S 1

euv j /Tt21
2

1

euv j /Tv21D
tv j

, ~44!

where the sum is taken over the diatomic species only.
the vibrational relaxation time of speciesj , tv j , the cor-
rected Millikan and White formula as proposed by Park19,26

was used. This gives the vibrational time as

tv j5^tv j&1tc j , ~45!

with

^tv j&5
( iXi

( iXi /tv i j
MW ~46!

~where the sums are taken over all species!,

tv i j
MW5

1

p
exp@Am i j

2 1/2uv j
4/3~Tt

2 1/32Bm i j
1/4!2C#, ~47!

A51.1631023, B50.015, C518.42,

and

tc j5
1

c̄ jsvN
, ~48!

whereXi is the mole fraction of speciesi , p is in units of
atmospheres,uv j is the characteristic vibrational temperatu
of speciesj , m i j is the reduced mass given by

m i j5
M iM j

M j1M i
, ~49!

c̄ j is the mean molecular speed given by

c̄ j5A8RjTt
p

, ~50!

sv is the limited collision cross section~in m
2) given by27,28

sv510221S 50 000Tt
D 2, ~51!

andN is the total number density of the gas.
The model used for vibration–dissociation coupling

the one employed by Candler in Ref. 17 and is given by

QV2D5(
j
wj

Rjuv j
euv j /Tv21

, ~52!

where the sum is taken over the diatomic species only.
The vibrational source term is then

wv5QT2V1QV2D . ~53!

III. NUMERICAL METHOD

The unsteady flow field is solved using a second-or
finite-volume TVD scheme for spatial discretization. T
Phys. Fluids, Vol. 9, No. 1, January 1997
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source terms is computed via a semi-implicit Runge–Ku
method.20 The governing equations are written in the cons
vation law form:

]U

]t
1

]

]x
~F1Fv!1

]

]y
~G1Gv!5W, ~54!

where the conserved quantity and source term vectors a

U53
r1

r2

r3

r4

r5

ru

rv

Ev

E

4 , W53
w1

w2

w3

w4

w5

0

0

wv

0

4 . ~55!

Inviscid fluxes are

F53
r1u

r2u

r3u

r4u

r5u

ru21p

rvu

uEv

u~E1p!

4 , G53
r1v

r2v

r3v

r4v

r5v

ruv

rv21p

vEv

v~E1p!

4 . ~56!

Viscous and diffusive fluxes are

Fv53
j 1x

j 2x

j 3x

j 4x

j 5x

2txx

2txy

qvx

Qx

4 , Gv53
j 1y

j 2y

j 3y

j 4y

j 5y

2txy

2tyy

qvy

Qy

4 , ~57!

whereQx52utxx2vtxy1qx andQy52utxy2vtyy1qy .
The conservation laws are cast into an integral form

terms of grid-cell averages so that the finite volume te
nique could be applied:

]Ui j

]t
1

1

Vi j
R SE•ds5W i j , ~58!

where

E5~F1Fv! ı̂1~G1Gv! ̂. ~59!

This expression ‘‘integrates’’ for eachi j cell to
195Furumoto, Zhong, and Skiba
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]Ui j

]t
1

1

Vi j
@~E•S! i1 1/2 ,j2~E•S! i2 1/2 ,j1~E•S! i , j1 1/2

2~E•S! i , j2 1/2]5W i j . ~60!

Viscous fluxes are discretized via central difference appro
mation. The inviscid fluxes are solved via a second-or
TVD formulation using characteristic variable extrapolati
with the Roe flux difference splitting Riemann solver29,30and
the minmod limiter. In the Roe schemes, the cell-face flu
for the flux vectorF at the cell facei11/2 may be expresse
as:31

Fi11/25
1

2
@F~UR!1F~UL!#2

1

2
T̂21zL̂uT̂~UR2UL!,

~61!

where the Jacobian ofF (A5 ]F/]U is expressed in terms o
L, the diagonal matrix of its eigenvalues, andT21 andT, the
eigenvector matrices, asA5T21LT!. The (̂ ) indicates that
the quantity is evaluated using the Roe averages at
i11/2 face, which are based on the formulations given
Grossmanet al.30,32for nonequilibrium gases.UR andUL are
calculated from the characteristic variables,W R,W L, which
are extrapolated to the cell faces using the minmod lim
defined as33

minmod~a,b!5
1

2
@sgn~a!1sgn~b!#min~ uau,ubu!. ~62!

The characteristic variables are related to the conserva
variables by

W 5TU. ~63!

The left and right states at a given cell face are cal
lated using a slope limiter.33 For cell facei11/2, the right
state is

W R5W i112
1

2
minmod@D i11 ,D i # ~64!

where

W i115T i11Ui11 , ~65!

W i125T i11Ui12 , ~66!

W i5T i11Ui , ~67!

D i5W i112W i . ~68!

The left is given by

W L5W i1
1

2
minmod@D i ,D i21#, ~69!

where

W i5T iUi , ~70!

W i115T iUi11 , ~71!

W i215T iUi21 , ~72!

D i5W i112W i . ~73!
196 Phys. Fluids, Vol. 9, No. 1, January 1997

Downloaded¬13¬Jun¬2005¬to¬164.67.192.121.¬Redistribution¬subject¬
i-
r

s

he
y

r

ve

-

From here, the left and right conservative variable vecto
UR5T i11

21
W R andUL5T i

21
W L, respectively, can be com

puted for thei11/2 face.
The spatial discretization above leads to a semi-disc

system of ordinary differential equations, which are solv
using second- and third-order Runge–Kutta methods.
plicit time integration is suitable for hypersonic flow calc
lations when the source terms are not stiff. For nonequi
rium calculations, the source terms are often too stiff
explicit time integration. In this case, a class of semi-impli
Runge–Kutta schemes developed by Zhong20 are employed.
A third-order Additive Semi-Implicit Runge–Kutta schem
can be expressed as

@ I2ha1J~U
n!#k15h@H~Un!1W~Un!#, ~74!

@ I2ha2J~U
n1c21k1!#k25h@H~Un1b21k1!

1W~Un1c21k1!#, ~75!

@ I2ha3J~U
n1c31k11c32k2!#k3

5h@H~Un1b31k11b32k2!1W~Un1c31k11c32k2!#,
~76!

Un115Un1v1k11v2k21v3k3 , ~77!

whereUn is the vector of conserved quantities at stepn, H is
terms obtained in the semi-discrete formula resulting fr
the conservative flux vectors,W is the stiff source term vec
tor, J5 ]W/]U is the Jacobian matrix of the source term
and h is the time step. The coefficients derived by Zho
are20

v151/8, v251/8,
v353/4, b2158/7,
b31571/252, b3257/36,
a150.797097, a250.591381,
a350.134705, c2151.05893,
c3151/2, c32520.375939.

The time stepping algorithm independent of the noneq
librium model has been tested by calculating a pseudo-ste
Mach reflection, where the numerical solutions were co
pared with available experimental and numerical resu
Good agreement between the current code and experim
was obtained. Detailed results of this were previously p
sented in Ref. 34.

IV. STEADY HYPERSONIC FLOW PAST A CYLINDER

To validate the nonequilibrium capability of the cod
and to test two different chemistry models, hyperveloc
flow past cylinders based on published experimental d
was computed. The first case was based on an experime
Hornung.35 The case was flow past a 1 in. diameter cylinder
with u`55590, m/sT`51833 K,p`52910 Pa, and a Rey
nolds number of 6000. The gas in the freestream was
tially dissociated nitrogen, 92.7%N2 and 7.3% N by mass
The flow conditions match those studied experimentally
Hornung and computationally by Candler.11 Two chemistry
models were tested for this case. The first was the Dun
Kang rate coefficient model,25 and the second was the pop
Furumoto, Zhong, and Skiba
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lar Park model.19 Figures 4 and 5 present computed inte
ferograms compared with experimental interferograms fr
Hornung.35

Reasonable agreement was attained for flow struct
Figure 4 compares the present computation with the Dun
Kang model to the experiments of Hornung. Good agreem
between computation and experiment for shock shape
stand off distance has been obtained. Flow structure, h
ever does show noticeable differences. The authors feel
is due to both inaccuracies in the models used and the
complete knowledge of the internal thermal modes of
freestream.

Figure 5 compares the present computation with the P
model to the experiments of Hornung. Good agreement
tween computation and experiment for shock shape
stand off distance has been obtained. Flow structure, h
ever does show noticeable differences, most notably al
the stagnation line.

As a comparison between the two chemistry mode
Figure 6 presents fringe number profiles along the stagna
line for both models along with experimental data taken fr
Ref. 35. The Park model yielded better results than did
Dunn–Kang model. Additionally, both models tended
yield results closer to an equilibrium solution than demo
strated by experiment. While the Park model produced m
ginally better results than the Dunn–Kang model and will
used in future work, the present study primarily uses
Dunn–Kang model. The Dunn–Kang model is compua

FIG. 4. Computational interferogram using the Dunn–Kang model~bottom!
compared with experimental results of Hornung~top! for hypervelocity flow
over a cylinder.
Phys. Fluids, Vol. 9, No. 1, January 1997
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tionally more efficient,36 and was the model originally in the
code when this study began.

The second case was based on an experiment
Sanderson15 in the T5 shock tunnel at Caltech. The case w
flow past a 4.06 cm diameter cylinder withu`54450 m/s,
r`50.0155 kg/m3, p`55480 Pa. The gas in the freestrea

FIG. 5. Computational interferogram using the Park model~bottom! com-
pared with experimental results of Hornung~top! for hypervelocity flow
over a cylinder.

FIG. 6. Computed fringe numbers for the two chemistry models compa
with experimental values of Hornung along a stagnation line.
197Furumoto, Zhong, and Skiba
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was partially dissociated nitrogen, 99.034% N2 and
0.966% N by mass. Figure 7 presents surface Stanton n
ber (q̇/r`u`h`

° ) profiles, normalized by the theoretical sta
nation point Stanton number,15 for both the present compu
tations and Sanderson’s experiment. Reasonable agree
between experiment and computation was obtained.

A computed interferogram compared with the publish
experimental interferogram is presented in Fig. 8. The in
ference fringes behind the shock agree well with experim
The present code computed a fringe shift at the bound
layer edge near the stagnation point of 10.76 while San
son reported a measured fringe shift of 10.5. However, sh
stand off distance for this case was not in as good agreem
with experiment as it was for Hornung’s case. The diffe
ences between computation and Sanderson’s experimen
as yet, unexplained. However, a recent work by Olejnicz
et al.37 comparing computational results to double wedge
periments in T5 indicates that the freestream of the test
tion is not in thermal equilibrium. Because data on the th
mal internal states of the freestream for the cylind
experiment was not available, the present paper assum
thermal equilibrium freestream. The effect of this assum
tion in light of the recent work in Ref. 37 will be examine
in the near future.

V. STEADY SHOCK/BOUNDARY LAYER
INTERACTION WITH REAL-GAS EFFECTS

A steady shock/boundary layer interaction on a flat pl
was studied for hypersonic flow with nonequilibrium rea
gas effects. A schematic of this flow field is shown in Fig.
The effects of both thermo-chemical nonequilibrium a
freestream enthalpy were investigated by numerical sim
tions.

The following flow conditions were used in the inves
gation. The flow deflection angle across the incident sh
was 22°, the freestream Mach number was 7.0, the gas
air with a freestream composition of 79% N2 and 21% O2 by
mass, the Reynolds Number, based on freestream value
the shock impingement distance from the leading edge,

FIG. 7. Computed surface Stanton number (St5 q̇/r`u`h`
° ) profiles com-

pared with the experimental data of Sanderson.
198 Phys. Fluids, Vol. 9, No. 1, January 1997
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3.5713105, and the shock impingement distance from t
leading edge was 0.2134 m. No slip and isothermal w
boundary conditions were used on the plate surface. The
temperature was 1200 K. An 88 by 72 (x by y) Cartesian
grid, exponentially stretched in they direction, was used
The simulations were run to steady-state at a CFL numbe
0.3.

A. Effects of thermal and chemical nonequilibrium

In the numerical computations, the steady flow fields
the shock/boundary layer interaction were computed us
three physical models with different levels of excitation
internal modes. The first model assumed the gas is per
~ideal! gas with frozen vibrational modes and frozen chem
cal modes ~no dissociation/recombination!. The second
model assumed the diatomic molecules were vibration
excited but chemically frozen. The third model assumed
gas was both vibrationally and chemically excited~reacting!.
The nonequilibrium real-gas effects on steady sho
boundary layer interaction were studied by comparing

FIG. 8. Computed interferogram~top! compared with the experimental dat
of Sanderson~bottom!.
Furumoto, Zhong, and Skiba
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numerical results of these three perfect~ideal!, vibrationally
excited but chemically frozen, and nonequilibrium~reacting!
models.

Figures 9 and 10 show the Mach number contours a
the translational temperature contours for the solutions
shock interaction using the three different gas models. T
translational temperature contours are normalized by
freestream temperature. The freestream temperature and
sity of the test case was 1600 K and 0.0169 kg/m3, respec-
tively. The y-axis in the contours has been magnified by

FIG. 9. Mach number contours for shock/boundary layer interaction w
different physical models:~a! ideal gas,~b! vibrational excitation and frozen
chemistry,~c! full nonequilibrium gas (T`51600 K,M`57). The y axis
has been magnified by a factor of 10 relative to the x axis for clarity.
Phys. Fluids, Vol. 9, No. 1, January 1997
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factor of 10 in order to show the region around the shoc
impingement point. The contours show clearly the incide
shock impinging on the wall and a separation bubble ahe
of the shock impingement point. The reflected shock can
seen in each picture where the separated flow reattaches
hind the separation bubble. The figures show that the no
equilibrium gas effects reduce size of the separation bubb

h

FIG. 10. Translational temperature~K! contours for shock/boundary layer
interaction with different physical models:~a! ideal gas,~b! vibrational ex-
citation and frozen chemistry,~c! full nonequilibrium gas (T`51600 K,
M`57). They axis has been magnified by a factor of 10 relative to thex
axis for clarity.
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in the flow field. The separation region is largest in Fig. 9~a!
for the ideal gas model, decreases in size in Fig. 9~b! for the
vibrational nonequilibrium model, and is smallest in F
9~c! for the thermo-chemical nonequilibrium model. T
quantify this change, bubble size was nondimensionali
using the distance from the leading edge the shock wo
impinge at for the perfect inviscid gas case. The effects
separation bubble size were as follows:

Model Bubble size;
Ideal gas 0.4920;
Vibration nonequilibrium only 0.4218;
Thermo-chemical nonequilibrium 0.3046.

The temperature contours in the ideal@Fig. 10~a!#, chemi-
cally frozen@Fig. 10~b!#, and reacting@Fig. 10~c!# cases also
show that the peak temperature in the shock impingem
region were highest for the ideal case and lowest for
reacting case. The temperatures in the boundary layer be
the impinging shock were found to be about 9500 K for t
ideal case, 7700 K for the chemically frozen case, a
6700 K for the reacting case.

The temperature reduction due the nonequilibrium
fects is expected to lead to less heating rates on the sur
These effects can be seen in the surface distribution of a
dynamic properties. Figures 11, 12, and 13 are the distr
tion of the skin friction coefficient (txy /1/2r`u`

2 ), normal-
ized pressure (p/p`), and heating rates along the surface
the three gas models. The surface skin friction~Fig. 11!
shows that nonequilibrium effects reduce the size of
separation region and the magnitude of skin friction ins
the bubble. These effects can also be seen in the sur
pressure profiles~Fig. 12! where the ideal case exhibited th
largest pressure jump, while the reacting case showed
lowest jump. In the surface heat transfer profiles given
Fig. 13, the ideal case resulted in the highest heating rat
the wall in the shock impingement region while the lowe
heating rate was given by the reacting case.

The decrease in temperature and bubble size of the
equilibrium cases is due to the endothermic nonequilibri

FIG. 11. Skin friction coefficientcf distribution along the flat plate for the
three gas models.
200 Phys. Fluids, Vol. 9, No. 1, January 1997
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effects. Between the ideal and vibrational nonequilibriu
cases, the energy is distributed among more internal mo
in the nonequilibrium case, resulting in a lower thermody
namic temperature in the latter case. Similarly, dissociati
reactions are endothermic, absorbing energy from the flow
break the chemical bonds. This reduces the temperature
pressure of the gas in the thermo-chemical nonequilibriu
case. This pressure reduction results in a less severe adv
pressure gradient and a smaller separation bubble. The lo
flow temperature near the isothermal wall for the reactin
case results in smaller temperature gradients and lower h
transfers rates relative to the ideal and chemically froz
cases.

B. Effects of freestream enthalpy

The nonequilibrium effects are a result of the high en
thalpy level in the freestream. Four test cases with differe
level of freestream enthalpy were computed to investiga
the effect of freestream enthalpy on the results of the no
equilibrium thermo-chemical model. The flow conditions o

FIG. 12. Normalized pressurep/p` distribution along the flat plate for the
three gas models.

FIG. 13. Normalized heat fluxq̇/r`u`h`
° distribution along the flat plate for

the three gas models.
Furumoto, Zhong, and Skiba
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the four test cases were the same as those of the prev
cases except the following freestream temperature and d
sity. Case 1T` 5 700 K,r` 5 0.0140 kg/m3; Case 2 1200 K,
0.0158 kg/m3; Case 3 1600 K, 0.0169 kg/m3; Case 4 2000 K,
0.0178 kg/m3. Among the four cases, the results of case
have been presented in the previous section.

The Mach number and translational temperature co
tours of the nonequilibrium reacting models for test case
2, and 4 are shown in Fig. 14 and Fig. 15. Again, the tem
perature contours are normalized by the freestream temp

FIG. 14. Mach number contours for Mach 7 shock/boundary layer intera
tion with the full nonequilibrium model at different freestream enthalpie
~a! T`5700 K, ~b!T`51200 K, ~c! T`52000 K. They axis has been
magnified by a factor of 10 relative to thex axis for clarity.
Phys. Fluids, Vol. 9, No. 1, January 1997
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ture, and the y-axis is magnified by a factor of 10 for clarit
Figures 16, 17, and 18 compare the distribution of skin fri
tion coefficient, normalized pressure, and species mass fr
tions along the surface among the results of differe
freestream enthalpy. As the freestream temperature
creases, the contours show that the separation bubble
creases in size in general. However, for the highest tempe
ture case, Case 4, this trend reverses. The effects

c-
: FIG. 15. Translational temperature (Tt /T`) contours for Mach 7 shock/
boundary layer interaction with the full nonequilibrium model at differen
freestream enthalpies:~a! T`5700 K, ~b! T`51200 K, ~c! T`52000 K.
The y axis has been magnified by a factor of 10 relative to thex axis for
clarity.
201Furumoto, Zhong, and Skiba
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freestream enthalpy on flow properties are examined
comparing the flow property distribution along the surfac
From the skin friction~Fig. 17!, the normalized the separa
tion bubble sizes for the four test cases are the followin
Case 1T` 5 700 K, bubble size50.539; Case 2 1200 K,
0.422; Case 3 1600 K, 0.305; Case 4 2000 K, 0.374. Ther

FIG. 16. Species mass fractions along the wall for the Mach 7 sho
boundary layer interaction with the full nonequilibrium model at differe
freestream enthalpies:~a! T`51200 K, ~b! T`51600 K, ~c! T`52000 K.
202 Phys. Fluids, Vol. 9, No. 1, January 1997
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a difference in flow structure between Case 4 and the ot
three cases, which can be seen by examining the sur
pressure profiles in Fig. 18. The pressure profiles for
700 K, 1200 K, and 1600 K cases all peak just after t
shock impingement point, and gradually relax to a low
value. The 2000 K case, however, has a secondary pres
rise following the initial rise due to the impinging shock
This is due to the fact that N2 has a higher dissociation
temperature than O2. In the surface mass fraction profile
shown in Figs. 16~a! and 16~b!, no significant amounts of
atomic nitrogen were observed. However, in theT52000 K
case, temperatures became high enough so that nitrogen
sociation occurred in measurable quantities, as seen
x50.3 in Fig. 16~c!, and changed the flow field. This nitro
gen dissociation region corresponds to where the pres
profile for Case 4 in Fig. 18 departs from the trends of t
other three cases. Instead of a pressure drop as the ox
recombines to equilibrium values, the pressure for t
T52000 K case continues to increase, extending the sep
tion region.

k/

FIG. 17. Skin friction coefficientcf distribution along the flat plate for
different freestream temperatures.

FIG. 18. Normalized pressurep/p` distribution along the flat plate for
different freestream temperatures.
Furumoto, Zhong, and Skiba
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The surface mass fraction profiles in Fig. 16 also sh
that the point at which dissociation begins is coincident w
the front edge of the separation bubble. This occurs
x50.12 for Case 2, as seen by comparing Figs. 15~b! and
16~a!, and atx50.19 for Cases 3 and 4, as seen by comp
ing Figs. 10~c! with 16~b! and Figs. 15~c! with 16~c!. In
addition, the skin friction coefficients reduce as t
freestream enthalpy increases because of the endothe
nonequilibrium real-gas effects.

The present results indicate that real-gas effects sig
cantly influence the structure of hypervelocity shoc
boundary layer interactions. In the test cases studied in
paper, the presence of real-gas effects decreased the s
the shock induced separation region relative to the per
gas case. Also, the post impingement surface heating r
were significantly reduced by the endothermic relaxation
the internal and chemical modes. The direction of the in
ence of real-gas effects is dependent on the endotherm
exothermic nature of the nonequilibrium processes. Ear
work done by Ballaro and Anderson,12 and Grumetet al.13

indicated that real-gas effects could increase the hea
rates. However, in those studies, the dominating react
near the wall were recombination reactions, which are e
thermic, while in the present case, the dominating reacti
were dissociation reactions, which are endothermic.

VI. UNSTEADY TYPE IV SHOCK INTERFERENCE
HEATING WITH REAL-GAS EFFECTS

A two-dimensional unsteady type IV interference he
ing problem with real-gas was studied by time-accurate
merical simulations of the Navier–Stokes equations with
nonequilibrium gas model. Time accurate calculations w
performed using the third-order Additive Semi-implic
Runge–Kutta scheme. Because the type IV interference h
ing problems are inherently unsteady, the calculations w
run until a sustained oscillation in the maximum surfa
pressure was obtained to ensure all transients had died
The numerical solutions of the type IV interaction with rea
gas effects were first checked against simple analysis
shock interaction with equilibrium gas models. The real-g
effects on unsteady interference heating problems were
numerically studied.

The flow conditions of the test case was based on
ideal-gas case studied in Refs. 4 and 38. In order to inve
gate the effect of thermo-chemical nonequilibrium, the ori
nal freestream conditions were altered so that dissocia
would occur behind the bow shock. The new freestream
an undissociatedN2 flow with the following conditions:

Cylinder radius 50.0381 m;
Flow deflection~impinging shock! 512°;
Re 52.573543105;
M` 58.03;
P` 5985.015 Pa;
T` 5800 K;
Twall 51000 K.

Under these conditions, the impinging shock wave w
weak enough so that the flow behind it was an undissocia
Phys. Fluids, Vol. 9, No. 1, January 1997
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equilibrium gas. But the temperature behind the bow sh
is strong enough to produce dissociation and recombinat
The results presented in this paper were obtained using a
by 124 stretched body-fitted grids such as the one show
Fig. 19.

A. Accuracy estimate of the numerical results

The numerical accuracy of results presented below w
estimated by a grid refinement study. Computations of
disturbed flow over a cylinder with the same freestream c
ditions as those listed above were carried out using two g
of differing densities. Using the Richardson extrapolati
technique for second-order accurate schemes, the maxim
numerical errors of the current results were estimated to
3.3% for heat transfer and 0.067% for pressure. The gre
errors in heat transfer than in pressure is due to the fact
heat fluxes are viscous effects dependent on temperature
dients which are more sensitive to grid spacing. On the ot
hand, pressure is mainly due to inviscid effects and is re
tively insensitive to grid spacing.

FIG. 19. An example of the grid used in Type IV shock–shock interfere
heating computations. The grid shown is coarser than the actual one
clarity.
203Furumoto, Zhong, and Skiba
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B. Analytical models for shock interaction for
equilibrium flow

As a validating check on the computations, numeri
results were compared with analytical predictions for flo
variables in thermo-chemical equilibrium behind the int
acting shocks. Flow conditions across the shock interac
point were solved using an iterative technique for sho
jump conditions with an equilibrium real-gas model behi
the shock. The gas model behind the shock was the i
dissociating gas model of Lighthill,21 in conjunction with the
hydrodynamic jump conditions across the shock waves.
procedure was similar to that used by Sanderson15 in his
analysis of experimental data.

The flow field was divided into four regions as shown
Fig. 20. In the figure, region 1 is the freestream, region 2
the flow behind the impinging shock, region 3 is the ar
behind the upper bow shock, and region 4 is the jet reg
behind the shock transmitted due to the oblique shock
pingement. Hydrodynamic jump relations are given by

p32p15r1u1
2sin2~b3!S 12

r1
r3

D , ~78!

r1u1sin~b3!5r3u3sin~b32d3!, ~79!

h11
1

2
u1
2sin2~b3!5h31

1

2
u3
2sin2~b32d3!, ~80!

u1cos~b3!5u3cos~b32d3!, ~81!

p42p25r4u4
2sin2~b4!S 12

r2
r4

D , ~82!

r2u2sin~b4!5r4u4sin~b42d4!, ~83!

h21
1

2
u2
2sin2~b4!5h41

1

2
u4
2sin2~b42d4!, ~84!

u2cos~b4!5u4cos~b42d4!, ~85!

together with the equations of state,

p35r3~11a3!RN2
T3 , ~86!

FIG. 20. Schematic of shock interaction solved by analytical analysis. L
a–a and b–b indicate lines along which comparison of numerical and
lytical solutions were made.
204 Phys. Fluids, Vol. 9, No. 1, January 1997
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p45r4~11a4!RN2
T4 . ~87!

These jump equations were simultaneously solved across
shocks dividing regions 1 and 3 and dividing regions 2 a
4. In the above equations,b3 andb4 are the angles shocks
and 4 make with the incident stream,d3 andd4 are the flow
deflections in regions 3 and 4 with respect to the incid
streams. This is shown schematically in Fig. 20.RN2

is the
gas constant for nitrogen,a is the mass fraction of atomic
nitrogen in the region indicated by the subscript. The e
thalpy,h, can be expressed as

h5
7

2
RN2

T1
uvRN2

exp~uv /T!21

1aS 3
2
RN2

T2
uvRN2

exp~uv /T!21
1hN

° D , ~88!

wherehN
° is the heat of formation of atomic nitrogen.

The gas in regions 3 and 4 was assumed to be in ther
chemical equilibrium governed by the Lighthill ideal diss
ciating gas model:

a3
2

12a3
5

r3
rd
e2ud /T3, ~89!

a4
2

12a4
5

r4
rd
e2ud /T4, ~90!

whereud andrd are parameters characterizing the dissoc
tion reaction and can be found in Vincenti and Kruger21 as
ud5113,100 K andrd5130 g/cm3 for nitrogen.

The equations for flow variables in regions 3 and 4 a
closed by pressure and flow direction continuity equatio
across the slip line dividing regions 3 and 4. The values
regions 1 and 2 were taken as known values given by
boundary conditions of the problem. The solution to t
above system of equations was obtained via an itera
method.

Figure 21 shows a comparison of numerical and anal
solutions for pressure in region 3 and region 4. The up
figure shows a profile along line a–a in Fig. 20, while t
lower figure shows a profile along line b–b. The comput
values for pressure match well with the analytical valu
The slight discrepancy in the results are expected becaus
analytic solution assumed thermo-chemical equilibrium, a
uniform flow in regions 3 and 4 with no viscous dissipatio
at the interface. Because analytical solutions for tw
dimensional viscous real-gas interaction problems were
available, numerical solutions were used to study the real-
effects on the interference heating phenomena.

C. Unsteady mechanism

Numerical calculations showed that the type IV flo
field of this case was inherently unsteady. Instantaneous
field contours are shown in Figs. 22–25. Figure 22 shows
instantaneous translational temperature contours. The hig
temperatures in the flow field are located near the jet
pingement point and behind the strong bow shocks. Beh
the bow shocks, the gradual temperature decrease du

s
a-
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FIG. 21. Comparison of numerical and analytical results for shock–sho
interaction with real-gas effects. Dashed lines indicate analytic solutions
region 3~upper figure! and region 4~lower figure!.

FIG. 22. Instantaneous translational temperature contours of the type
shock–shock interference heating flow.
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thermal relaxation is noticeable. Figure 23 shows instan
neous streamlines and pressure contours. Vortices
above and below the supersonic jet near the jet–wall junc
are evident. These vortices play an important role in the
steadiness of the jet, as will be discussed later. The regio
maximum pressure occurs near the point where the jet
pinges the wall. Figure 24 shows vibrational energy co
tours. The distinct differences between the values and sh
of the vibrational temperature contours and the translatio
temperature contours in Fig. 22 demonstrates the degre
thermal nonequilibrium present in the flow. In general, t
post shock vibrational temperature is lower than the co
sponding translational temperature. Figure 25 shows c
tours of dissociated nitrogen mass fractions. It can be s
that the supersonic jet is essentially frozen. Just behind
bow shocks, the flow is frozen, but eventually dissociates

k
in

IV

FIG. 23. Instantaneous pressure contours and streamlines of the typ
shock–shock interference heating flow.

FIG. 24. Instantaneous vibrational temperature contours of the type
shock–shock interference heating flow.
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it relaxes towards equilibrium. The highest concentrations
N were found near the jet impingement region.

A segment of the time history of the maximum surfa
pressure is shown in Fig. 26. The frame label on the cu
correspond to the frame references used throughout this
tion. Surface heat flux profiles, normalized by the und
turbed stagnation point heat flux, for the frame references
given in Fig. 27. The large variation in peak heating ra
magnitude can be seen by comparing the curves lab
frame 5, the profile with the smallest peak heating rate,
frame 21, the profile with the largest peak heating rate. T

FIG. 25. InstantaneousN mass fraction contours of the type IV shock
shock interference heating flow.
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peak heating of frame 21 is about twice as large as tha
frame 5. Relative to an undisturbed flow, the shock interf
ence increases the peak surface heating by a factor of a
17.5. Pressure profiles, normalized by the undisturbed s
nation point pressure, are given in Fig. 28. Relative to
undisturbed flow, the peak surface pressure is increased
factor of about 9.65.

InstantaneousN mass fraction contours a time sequen
are shown in Fig. 29. Corresponding stream line traces
pressure contours are in Fig. 30. The oscillation of the sup
sonic jet can be seen by tracing the mass fraction conto
along their time history. The jet is initially curved upward
as can be seen in Fig. 29~a!. The jet moves downwards unt
it is aligned nearly normal to the body surface in Fig. 29~b!.
At this point, the peak surface pressure and heating rates
at a maximum. This point is also important as it marks
change in direction of the jet motion. After this, the j
moves upwards again in Fig. 29~c! and continues to turn
upwards along the body until a pressure and heating m
mum is reached@Fig. 29~d! is close to this minimum point#.
The mechanism behind this oscillation is related to the re
tive orientation of the jet to the body, and the shear lay
produced along the surface which in turn create vorti
which are shed into the flow.

Lind7 found that ideal gas vortices were shed from t
jet–body juncture during the course of the jet oscillatio
and convected off with flow, eventually dissipating in th
shear layer. He proposed the vortex shedding as the caus
the unsteadiness in the flow field. The real-gas flow fie
presented here also show a time dependent shedding of
tices. However, unlike Lind’s case, the present case sh
vortices being shed from both the upper and lower surfa
FIG. 26. Maximum surface pressure~Pa! time history for the type IV interaction.
Furumoto, Zhong, and Skiba
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of the jet. In Fig. 30~a!, a vortex can be seen below the jet
the jet–body interface. At this point, the jet is moving dow
wards, affected by the lower pressure of the vortex. A vor
above the jet forms in Fig. 30~b!, which is the point where
the jet is nearly normal to the body surface and the surf
pressure and heating rates are at a maximum. The u
vortex grows in Fig. 30~c! as the lower vortex is shed and th
jet moves upwards, pulled by the lower pressure of the up
vortex, which is itself shed into the flow in Fig. 30~d! where
it gets convected along the shear layer and gradually d
pates. As the upper vortex progresses along the upper s
layer in Figs. 30~c! and 30~d!, its lower pressure creates a
expansion region in the layer, as can be seen by the gro
of the layer and the spreading of the streamlines in the s
layer ahead of the upper vortex in Figs. 30~c! and 30~d!. In
order to turn the flow back in line with the body surface
shock is formed within the shear layer and progres
through the layer just ahead of the vortex. This shock for
near the body at about they50 point, and creates a hig
pressure region ahead of the vortex. This can be seen in
pressure contours in Fig. 30~c!. In Figs. 30~c! and 30~d!, the
shock travels with the flow ahead of the vortex. During th
span, the lower vortex weakens and eventually dissipate
shown in the streamlines of Fig. 30~d!.

This vortex shedding is consistent with prior findings f
ideal gases.7 However, unlike the ideal gas case, the pres
case shows vortices being shed from both the upper
lower surfaces of the jet. The two vortices are shed ou
phase with each other, as can be seen in Figs. 30~b! to 30~d!.
This out of phase vortex shedding, shown schematically
Fig. 31, was the mechanism behind the flow unsteadines

D. Real-gas effects

The nonequilibrium nature of the flow fields is shown
the instantaneous dissociated nitrogen mass fraction con
in Fig. 29. As shown in these contours, there is signific
variation inN composition throughout the flow field at var
ous times. The maximumN mass fraction observed was 0.1
just behind the terminating jet shock adjacent to the body

FIG. 27. Surface heat transfer profiles, normalized by undisturbed sta
tion heating rates, at various times.
Phys. Fluids, Vol. 9, No. 1, January 1997
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Fig. 29~b!. The region showing the next highest degree
dissociation was the area behind the upper bow shock w
it was almost normal to the freestream.N mass fractions in
this region reached as high as 0.10. The jet, on the o
hand, was essentially frozen because the transmitted obl
shock was considerably weaker than the bow shocks. In
29~b!, a disturbance of highN concentration can be see
forming just behind the terminating jet shock. This distu
bance travels along the upper surface in Figs. 29~b! through
29~d!. Behind this, a region of lowN concentration is shed in
to shear layer when the jet begins to turn upwards in F
29~c!. These concentration disturbances are then conve
off through the shear layer.

The structure of the flow field changes drastically in t
presence of real-gas effects. For example, there is a dram
decrease in shock stand off distance in the real-gas case
pared to an ideal gas case, and thus large changes i
length. The real-gas effects in the present case can be
through comparison with the ideal gas case studied
Zhong.4 The levels of both heat transfer and peak surfa
pressure enhancement were lower for the real-gas comp
tions. As mentioned earlier, the peak surface heating
enhancement ratio~the ratio of peak heating to the peak hea
ing rate without the impinging oblique shock! for the real-
gas computations was 17.5. The corresponding peak pres
enhancement was 9.65. On the other hand, the ideal gas
resulted in ratios of 20 and 12.1, respectively. This reduct
in the heat transfer and pressure load enhancement du
real-gas effects is qualitatively similar to Sanderson’s ana
sis of stagnation point heat transfer rates using the F
Riddell model15 for a nonequilibrium flow. Therefore, the
real-gas effects reduce the peak surface heating rate and
face pressure of the type IV interference heating flows.

VII. SUMMARY AND CONCLUSIONS

The real-gas effects on two-dimensional steady sho
wave/boundary layer and unsteady type IV shock interf
ence interactions have been studied using numerical sim
tions. For the steady shock/boundary layer interaction o

a-FIG. 28. Surface pressure profiles, normalized by undisturbed stagn
point pressure, at various times.
207Furumoto, Zhong, and Skiba
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FIG. 29. Instantaneous contours ofN mass fractions corresponding to various points in Figure 26:~a! frame 5,~b! frame 21,~c! frame 35,~d! frame 45.
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flat plate, the real-gas effects were studied by compa
results of three different models, ideal gas, vibrationally
cited but chemically frozen, and full thermo-chemical no
equilibrium models. Meanwhile, four cases with differe
freestream enthalpy were computed to study the effect
thermo-chemical nonequilibrium at different enthalpy leve
For the unsteady type IV shock–shock interference hea
flow, an unsteady case was studied to study the real-ga
fects on the unsteady mechanism of the shock–shock in
ference flow.

In the steady shock/boundary layer interaction, the eff
of thermo-chemical nonequilibrium was found to reduce
surface heating rates and the size of the shock induced s
ration region. For the real gas model, raising the freestre
temperature also showed the same trends. For sufficie
high freestream enthalpy, temperatures at the shock impi
ment point near the back of the separation bubble were h
enough to cause significant nitrogen dissociation in addi
208 Phys. Fluids, Vol. 9, No. 1, January 1997
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to the oxygen dissociation present in the cooler flows. T
additional dissociation sustained the adverse pressure g
ent behind the impinging shock further than in the low
enthalpy flows, thus causing the separation region to grow
size relative to the cooler flow cases.

For the type IV shock interference heating problem, t
unsteadiness was found to be related to the developmen
shedding of vortex structures near the jet–wall interface. T
unsteadiness was the result of alternating shed vortices
above and below the jet. The effect of thermo-chemical n
equilibrium reduces peak heating and peak pressure enha
ment relative to ideal gas results, which are consistent w
available analytical results.

VIII. FURTHER STUDIES

A parametric study on the effects of impinging sho
location and degree of nonequilibrium will be carried out
Furumoto, Zhong, and Skiba
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FIG. 30. Instantaneous pressure contours and streamlines corresponding to various points in Figure 26:~a! frame 5,~b! frame 21,~c! frame 35,~d! frame 45.
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further understand the influence real-gas effects have
these flows. The popular Park chemistry model for air19 will
be added.The current transport models for mass diffus
and vibrational thermal conductivity are rather simplist
They were chosen because they were the simplest acce
models available. New models for multicomponent diffusi
and thermal conductivity based on the work of Guptaet al.24

have been examined and will be implemented in future wo
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FIG. 31. Schematic of the vortex shedding mechanism responsible fo
unsteadiness of the flow. The two vortices are shed out of phase with re
to each other. The arrows indicate the motions of the flow structures.
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