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This paper implements the high-order multi-layer compact (MLC) scheme developed by Bai
and Zhong (JCP, 2019) on two-dimensional supersonic flow and proposes a physically consistent
shock-fitting method for MLC. MLC introduces the spatial derivatives as the method’s new
degrees of freedom and computes the time change of the derivatives based on the auxiliary
equations. In Bai and Zhong’s work, MLC can achieve seventh-order spatial accuracy globally
with closed boundaries for linear advection problems, and the stability of the methods was
investigated. In addition to the previous works, this paper implemented the MLC on non-
Cartesian grids and incorporated it with arbitrary Lagrangian-Eulerian formulation for mesh
movement. Also, the shock-fitting method is introduced to preserve the high-order spatial
accuracy results in MLC by removing the discontinuous solutions across the shock wave.
However, the state derivatives behind the shock wave require additional boundary conditions
for the shock-fitting method. This study proposes a physically consistent boundary condition
for these derivative layers by utilizing the time derivative of 𝐶+ characteristics in the Rankine-
Hugoniot conditions. The grid convergence rate studies on one-dimensional shock-density wave
and two-dimensional vorticity-entropy shock interaction problems with this proposed approach
are presented. The seventh-order MLC with the proposed boundary condition can achieve
eighth-order spatial accuracy in the smooth region of the one-dimensional shock-density wave
interaction problem and seventh-order accuracy for the two-dimensional shock interaction
problem. In contrast, the conventional upwind finite difference method is around sixth-order
accurate with a seventh-order interior scheme. The difference in spatial accuracy between the
two methods results in a 1.32 times speedup for MLC in the global region and a 3.34 times
speedup in the smooth region for the one-dimensional problem. This study aims to provide
a framework for MLC simulating the two-dimensional supersonic flow over a blunt object.
The ultimate application of this method is Direct Numerical Simulation (DNS) of supersonic
boundary layer transition flow.

I. Nomenclature

𝑎, 𝑏, 𝑐 = MLC coefficients
®𝑎𝐺 = grid normal vector
𝑏𝐺 = grid normal velocity
𝑒 = total energy per unit mass
𝑔 = determinant of the coordinate transformation Jacobian
ℎ = grid size
𝑙, 𝑚 = spatial wave number for the perturbed states
𝑝 = static pressure
𝑡 = time
𝑟 = order of spatial accuracy
𝑢, 𝑈 = state value
𝑢, 𝑣, 𝑤 = flow velocity in 𝑥, 𝑦, and 𝑧 directions respectively
𝑥, 𝑦, 𝑧 = Cartesian coordinate in the physical domain
𝛼 = upwind parameter
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𝛾 = ratio of ideal gas specific heat
𝜌 = density
𝛿 = magnitude of density wave
𝜖 = WENO local smoothness indicator
𝜆+ = state eigenvalue associated with 𝐶+

𝜉, 𝜂, 𝜁 = Cartesian coordinate in the computational domain
𝜃 = transform domain rotating angle
A, B = flux Jacobians for 𝐸 and 𝐹 respectively
𝐶± = characteristics propagated toward/away shockfront
𝐸 , 𝐹, 𝐺 = fluxes in 𝑥, 𝑦, and 𝑧 directions respectively
®𝐹 = flux vector
𝐼+ = state eigenvector associated with 𝐶+

𝑀 = Mach number
𝑁 = mesh number
𝑃𝑟 = Prandtl number
𝑅 = the radius of curvature at the parabola center
𝑇 = simulation time
𝑈 = flow states
Ω = computational domain

Superscripts and Subscripts

𝑝′, 𝑢′, 𝑣′, . . . = perturbed states
𝐴𝑣 , 𝐴𝑒 = perturbation amplitude for vorticity and entropy modes
𝐶1, 𝐶2, . . . , 𝐶∞ = function smoothness
𝐸 ′, 𝐹′, 𝐺′ = fluxes in computational domain
𝐿1, 𝐿2, . . . , 𝐿∞ = Lebesgue spaces
𝑝, 𝑢, 𝑣, . . . = averaged states
𝑥𝐺 = shock location
𝑥𝑤 , 𝑦𝑤 = parabolic wall location
𝑢1, 𝑢2 = upstream and downstream states
𝑢𝑖 , 𝑢 𝑗 = numerical solution indices
𝑢𝑡 = temporal differentiation
𝐷𝑥 , 𝐷𝑦 = domain length in 𝑥 and 𝑦 direction
𝑢𝑥 , 𝑢𝑦 , 𝑢𝑧 = spatial differentiation with respect to 𝑥, 𝑦, and 𝑧

𝑢 𝜉 , 𝑢𝜂 , 𝑢𝜁 = spatial differentiation with respect to 𝜉, 𝜂, and 𝜁

𝑈𝑠 = states right behind the shock
𝑈0 = states right in front of the shock
𝑈∞ = freestream states
Ω1 = the smooth region in one-dimensional shock-density wave interaction problem

II. Introduction

High-order numerical methods are computationally more efficient in smooth problems than low-order methods
by using fewer grid points or degrees of freedom (DoF) to achieve the same order of accuracy [1]. Most of the

high-order methods are based on polynomial approximation or use multiple basis functions to achieve the desired spatial
accuracy. However, one of the most undesirable properties in high-order methods is numerical stability. For instance,
in the conventional finite difference method, high-order schemes are obtained by using a wider stencil in simulations.
The broad coverage of numerical stencils causes the simulation to be unstable and leads to diverged solutions. This
stability issue becomes even worse when applied to flows involved with shocks or strong turbulence. To address this
issue, researchers have come up with different approaches to achieve high-order simulation results for fluid mechanics
problems.
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In the hypersonic directed numerical simulation (DNS) community, several high-order schemes have been deployed,
such as central-upwind finite difference [2, 3], the upwind finite difference with pseudo-spectral method [4], kinetic
energy consistent (KEC) flux [5], and weighted essentially non-oscillatory (WENO) methods [6, 7]. Even though some
of the above methods use seventh or even ninth-order interior schemes, the actual simulation results converge around
fifth to sixth-order globally. One of the reasons is the stability requirement for the boundary closure schemes. For
instance, a seventh-order upwind finite difference method requires a fifth-order boundary scheme near boundaries to
remain stable but results in sixth-order accuracy globally [2].

In the recent works of Bai and Zhong [8–10], they proposed a method named the multi-layer compact (MLC) scheme.
This method is based on the upwind central finite difference [2] and adds state derivatives as new degrees of freedom
to the scheme. By utilizing both the value and derivatives layer, the resulting MLC stencil during the computation is
narrower than the conventional finite difference method. The eigenvalue stability analysis shows that seventh-order
MLC can be incorporated with sixth-order boundary schemes. This implies MLC has the potential to converge with
seventh-order accuracy globally.

For this study, MLC will be applied to linear advection, Euler equations, and Navier-Stokes equations. In addition,
for two-dimensional flow, a modified MLC named directional MLC (DMLC) [10] will be tested for linear advection. To
suppress the Gibbs phenomenon around the shock, a shock-fitting method [2] is also applied to MLC. The testing results
of this study show the capability of MLC on both one-dimensional and two-dimensional supersonic flow with a shock
wave involved.

III. High-Order Upwind Multi-Layer Compact (MLC) Schemes
For three-dimensional fluid mechanics problems, the governing equation can be expressed in the following nonlinear

advection form:
𝜕𝑈

𝜕𝑡
+ 𝜕𝐸

𝜕𝑥
+ 𝜕𝐹

𝜕𝑦
+ 𝜕𝐺

𝜕𝑧
= 0 (1)

For Euler equations, the states and fluxes are:

𝑈 =



𝜌

𝜌𝑢

𝜌𝑣

𝜌𝑤

𝜌𝑒


, 𝐸 =



𝜌𝑢

𝜌𝑢2 + 𝑝

𝜌𝑢𝑣

𝜌𝑢𝑤

(𝜌𝑒 + 𝑝)𝑢


, 𝐹 =



𝜌𝑣

𝜌𝑢𝑣

𝜌𝑣2 + 𝑝

𝜌𝑢𝑤

(𝜌𝑒 + 𝑝)𝑣


, 𝐺 =



𝜌𝑤

𝜌𝑢𝑤

𝜌𝑣𝑤

𝜌𝑤2 + 𝑝

(𝜌𝑒 + 𝑝)𝑤


(2)

and for the Navier-Stokes equations, one can obtain the expression by introducing the viscous and thermal conduction
terms into the above formulation.

In the following sections, the multi-layer compact (MLC) scheme will be based on the above equation to derive the
auxiliary equations for the derivatives layer in one-dimensional and two-dimensional problems.

A. One Dimensional Formulation
The fundamental idea of the MLC is to add additional degrees of freedom for each grid point. Spatial derivatives

of the flow states are selected as extra simulated variables since they have a direct relation with flux derivatives. To
obtain the auxiliary equations for the newly introduced variables, one can utilize spatial differentiation of the original
governing equation. For example, in one dimensional MLC problem, Eq. (1) becomes:

𝜕

𝜕𝑡

[
𝑈

𝑈𝑥

]
+ 𝜕

𝜕𝑥

[
𝐸

𝐸𝑥

]
= 0 (3)

The flux derivative with respect to 𝑥, 𝜕𝐸/𝜕𝑥 = 𝐸𝑥 , has a direct relation with 𝑈𝑥 by using the flux Jacobian, i.e.,
𝐸𝑥 = A𝑈𝑥 . Hence the only remaining unknown in Eq. (3) is the flux’s second derivative, 𝐸𝑥𝑥 . In MLC, the second
derivative of a numerical state 𝑢 can be approximated by using neighboring values of 𝑢 and 𝑢𝑥 :

(𝑢𝑥𝑥)𝑖 =
1
ℎ2

𝐿2∑︁
𝑙=−𝐿1

𝑎𝑙𝑢𝑖+𝑙 +
1
ℎ

𝑀2∑︁
𝑚=−𝑀1

𝑏𝑚 (𝑢𝑥)𝑖+𝑚 +𝑂 (ℎ𝑟 ) (4)
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Fig. 1 Schematic of 𝐿1 − 𝐿2 − 𝑀1 − 𝑀2 scheme for MLC second-derivative approximation.

The above MLC coefficients, 𝑎 and 𝑏, can be derived from the Taylor series with a uniform grid size, ℎ. Fig. 1 shows
the schematic of the stencil used in the above equation with 𝐿1 − 𝐿2 − 𝑀1 − 𝑀2. For instance, the seventh-order MLC
coefficients with the upwind parameter, 𝛼, to stabilize the numerical scheme for hyperbolic equations:

𝑎±2 =
7
85

∓ 25
3456

𝛼, 𝑎±1 =
64
27

∓ 5
108

𝛼, 𝑎0 = −5

𝑏±2 = ∓ 1
36

+ 1
576

𝛼, 𝑏±1 = ∓8
9
+ 1

36
𝛼, 𝑏0 =

1
16

𝛼

(5)

For the actual value of the third and fifth-order MLC coefficients, Bai and Zhong’s study [8] provides a more detailed
derivation process and the definition of the upwind parameter. In this study, the upwind parameters for different orders
of accuracy are given in Table 1 which are the same values provided in Bai and Zhong’s stability study. With the above
formulations, the flux’s second derivative, 𝐸𝑥𝑥 , in Eq. (3) can be approximated by the MLC scheme by evaluating from
𝐸 and 𝐸𝑥 . Then the equation can be applied with a time integration method to simulate the one-dimensional problem.

Table 1 MLC spatial accuracy and corresponding upwind parameter.

MLC Scheme Order of Accuracy, 𝑟 Upwind Parameter, 𝛼
1-1-1-1 3 1.5
2-2-1-1 5 -1
2-2-2-2 7 12

B. Two Dimensional Formulation
For two dimensional MLC problem, Eq. (1) becomes:

𝜕

𝜕𝑡


𝑈

𝑈𝑥

𝑈𝑦

 +
𝜕

𝜕𝑥


𝐸

𝐸𝑥

𝐸𝑦

 +
𝜕

𝜕𝑦


𝐹

𝐹𝑥

𝐹𝑦

 = 0 (6)

Similar to the one-dimensional problem, the first derivatives of fluxes are derived from flux Jacobians and the second
derivatives, 𝐸𝑥𝑥 and 𝐹𝑦𝑦 , can be approximated by Eq. (4). So the remaining unknowns in the two-dimensional equation
are second-order mixed derivative terms, 𝐸𝑥𝑦 and 𝐹𝑥𝑦 . The mixed derivative, 𝑢𝑥𝑦 , can be approximated by using 𝑢, 𝑢𝑥
and 𝑢𝑦:

(𝑢𝑥𝑦)𝑖 𝑗 =
1
ℎ2

𝐿2∑︁
𝑙𝑦=𝐿1

𝐿2∑︁
𝑙𝑥=𝐿1

𝑎𝑙𝑥 ,𝑙𝑦𝑢𝑖+𝑙𝑥 , 𝑗+𝑙𝑦

+ 1
ℎ

𝑀2∑︁
𝑚𝑦=𝑀1

𝑀2∑︁
𝑚𝑥=𝑀1

[
𝑏𝑚𝑥 ,𝑚𝑦

(𝑢𝑥)𝑖+𝑚𝑥 , 𝑗+𝑚𝑦
+ 𝑐𝑚𝑥 ,𝑚𝑦

(𝑢𝑦)𝑖+𝑚𝑥 , 𝑗+𝑚𝑦

]
+𝑂 (ℎ𝑟 )

(7)

Noting that most of the coefficients inside the stencil remain zero; only a few of the points have non-zero values. This is
due to the two-dimensional stencil involving too many points than the required number to achieve targeting accuracy.
The point selection process is based on using as few points as possible to reduce the computational cost and suppress
round-off error accumulation. For simplicity, the detailed point selection process and actual coefficient values are left in
Bai and Zhong’s study [8].
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C. Directional Multi-Layer Compact (DMLC) Scheme
However, the above mixed derivative approximation will have weak numerical instabilities for a small range of

wavenumbers [9]. To address this issue, Bai and Zhong proposed another approach [10] to solve the mixed derivative
instability in multi-dimensional MLC. This approach is called the directional multi-layer compact (DMLC) scheme
which introduces cross derivatives as new unknowns. For instance, Eq. (6) in DMLC becomes:

𝜕

𝜕𝑡


𝑈

𝑈𝑥

𝑈𝑦

𝑈𝑥𝑦


+ 𝜕

𝜕𝑥


𝐸

𝐸𝑥

𝐸𝑦

𝐸𝑥𝑦


+ 𝜕

𝜕𝑦


𝐹

𝐹𝑥

𝐹𝑦

𝐹𝑥𝑦


= 0 (8)

With the introduction of 𝑈𝑥𝑦 to the system, one can use the flux Jacobian and the chain rule to obtain 𝐸𝑥𝑦 and 𝐹𝑥𝑦 ,
e.g., 𝐸𝑥𝑦 = A𝑦𝑈𝑥 + A𝑈𝑥𝑦 . Hence, the remaining unknowns in the system are the third-order derivative 𝐸𝑥𝑥𝑦 and
𝐹𝑥𝑦𝑦 . However, these terms can be solved by using the one-dimensional MLC approximation. For instance, 𝐸𝑥𝑥𝑦 is
approximated by 𝐸𝑦 and 𝐸𝑥𝑦 in 𝑥 direction and, similarly, 𝐹𝑥𝑦𝑦 is approximated by 𝐹𝑥 and 𝐹𝑥𝑦 in 𝑦 direction. So the
above process avoids DMLC using the unstable cross-derivative approximation and yields more stable results. In the
numerical results section, both MLC and DMLC will be discussed and compared for two-dimensional problems.

IV. Shock-Fitting Method

A. Moving Mesh Treatment
The shock-fitting method implemented in this study is based on Zhong’s work [2]. In this approach, shockfront

is treated as a fixed boundary in the computational domain and grid points are moving in the physical domain.
Therefore, Eq. (1) needs to be revised to incorporate the moving mesh. One of the approaches is to apply the arbitrary
Lagrangian-Eulerian method to the governing equation and have:

𝜕𝑔𝑈

𝜕𝑡
+ 𝜕𝐸 ′

𝜕𝜉
+ 𝜕𝐹′

𝜕𝜂
+ 𝜕𝐺′

𝜕𝜁
= 0 (9)

where 
𝐸 ′

𝐹′

𝐺′

 = 𝑔


𝜉𝑥 𝜉𝑦 𝜉𝑧

𝜂𝑥 𝜂𝑦 𝜂𝑧

𝜁𝑥 𝜁𝑦 𝜁𝑧



𝐸

𝐹

𝐺

 + 𝑔


𝜉𝑡

𝜂𝑡

𝜁𝑡

 𝑈 (10)

The detailed derivation process in vector form can be checked by Persson et al [11]. The MLC form of the moving mesh
treatment can be simply obtained by applying spatial derivative to the above equation. For two-dimensional MLC, 𝑈𝜉

and 𝑈𝜂 are used in derivative layers instead of using 𝑈𝑥 and 𝑈𝑦 . This is because using derivatives based on the physical
domain will drop extra terms when deriving MLC equations in the computational domain due to the chain rule.

B. Shockfront Movement
With given free-stream conditions, the flow states right behind the shockfront can be computed through the

Rankine–Hugoniot conditions: (
®𝐹𝑠 − ®𝐹0

)
· ®𝑎𝐺 + (𝑈𝑠 −𝑈0) 𝑏𝐺 = 0 (11)

where ®𝑎𝐺 acts as the normal vector of the shockfront and 𝑏𝐺 is a transformed shockfront normal velocity. If the
shockfront is located at the top boundary on the computational domain, i.e. 𝜂 = 1, then ®𝑎𝐺 and 𝑏𝐺 are equal to:

®𝑎𝐺 = (𝑔𝜂𝑥)𝐺𝑥 + (𝑔𝜂𝑥)𝐺 𝑦̂ + (𝑔𝜂𝑥)𝐺𝑧
𝑏𝐺 = 𝑔𝜂𝑡

(12)

Note that the time derivative of ®𝑎𝐺 can be considered as a function of 𝑏𝐺 , since the location of shockfront is associated
with the time integration of shock velocity.
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However, there are several ways to evaluate the shockfront velocity. In Rawat and Zhong’s study [12], three different
shock velocity evaluation methods are discussed. Among the methods, the time derivative of the Rankine-Hugoniot
conditions with 𝐶+ characteristics has the best spatial accuracy when applied to the shock-fitting method with high-order
finite difference methods. The method computes the shockfront velocity through time integration of shock acceleration
and the acceleration is driven by Eq. (16).

The acceleration equation derivation starts with the time derivative of the Rankine-Hugoniot conditions:(
𝜕 ®𝐹𝑠

𝜕𝑡
− 𝜕 ®𝐹0

𝜕𝑡

)
· ®𝑎𝐺 +

(
®𝐹𝑠 − ®𝐹0

)
· 𝜕 ®𝑎𝐺

𝜕𝑡
+

(
𝜕𝑈𝑠

𝜕𝑡
− 𝜕𝑈0

𝜕𝑡

)
𝑏𝐺 + (𝑈𝑠 −𝑈0)

𝜕𝑏𝐺

𝜕𝑡
= 0 (13)

Since the shockfront is defined at the top boundary of the computational domain, one only needs to consider the flux
along the 𝜂 direction, i.e., 𝐹′. The corresponding flux Jacobian for 𝐹′:

B′ =
𝜕𝐹′

𝜕𝑈
(14)

Substitute B′ into Eq. (13):

B′
𝑠

𝜕𝑈𝑠

𝜕𝑡
− B′

0
𝜕𝑈0

𝜕𝑡
+

(
®𝐹𝑠 − ®𝐹0

)
· 𝜕 ®𝑎𝐺

𝜕𝑡
+ (𝑈𝑠 −𝑈0)

𝜕𝑏𝐺

𝜕𝑡
= 0 (15)

Then compute the eigenvalue and eigenvector for the flux Jacobian right behind the shockfront, B′
𝑠. There exists an

eigenvalue, 𝜆+𝑠 , and an eigenvector, 𝐼+𝑠 , which is associated with the 𝐶+ characteristic line that propagated toward the
shockfront. Finally, inner product Eq. (15) with 𝐼+𝑠 then obtain the shock acceleration equation:

𝜕𝑏𝐺

𝜕𝑡
=

−1
[𝐼+𝑠 · (𝑈𝑠 −𝑈0)]

[
𝜆+𝑠 𝐼

+
𝑠

𝜕𝑈𝑠

𝜕𝑡
+ 𝐼+𝑠 ( ®𝐹𝑠 − ®𝐹0) ·

𝜕 ®𝑎𝐺
𝜕𝑡

− (𝐼+𝑠 B′
0)
𝜕𝑈0

𝜕𝑡

]
(16)

With the acceleration of the shockfront, the shock velocity and location can be obtained through a time integration
method.

C. MLC Adaptation
For the shock-fitting method on MLC, the flow states right behind the shock, 𝑈𝑠 , are derived from Eq. (11) but the

state derivatives remain undetermined. To ensure the MLC derivative layers’ boundary condition is consistent with
the above shock acceleration computation, this study adopts the same idea of using Rankine-Hugoniot conditions and
flow characteristics. To simplify the deriving procedure, two-dimensional Euler equations are used and the shockfront
tangential and normal directions are 𝜉 and 𝜂 respectively.

For the derivative layer tangential to the shockfront surface, (𝑈𝜉 )𝑠 , the derivative can be directly derived from the
spatial differentiation of Eq. (11), the Rankine–Hugoniot conditions:(

®𝐹𝑠 · ®𝑎𝐺 +𝑈𝑠𝑏𝐺

)
𝜉
=

(
®𝐹0 · ®𝑎𝐺 −𝑈0𝑏𝐺

)
𝜉

(17)

This is due to the flow states behind the shock being derived from the upstream condition and shockfront geometry.
Hence, the derivatives along the shockfront surface are independent of the downstream flow states.

For the derivative layers in the shockfront normal direction, (𝑈𝜂)𝑠 , the boundary condition deriving process starts
from rearranging Eq. (15):

𝜕𝑈𝑠

𝜕𝑡
= B′

𝑠
−1

[
B′

0
𝜕𝑈0

𝜕𝑡
−

(
®𝐹𝑠 − ®𝐹0

)
· 𝜕 ®𝑎𝐺

𝜕𝑡
− (𝑈𝑠 −𝑈0)

𝜕𝑏𝐺

𝜕𝑡

]
(18)

Then the time derivative of the flow states is obtained and the spatial derivative of the flow state, (𝑈𝜂)𝑠 , can be acquired
from the inverse of the Euler equations with flow Jacobians:

𝜕𝑈𝑠

𝜕𝜂
= −B′

𝑠
−1

(
𝜕𝑈𝑠

𝜕𝑡
+ A′

𝑠

𝜕𝑈𝑠

𝜕𝜉

)
(19)
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The physical meaning of the above process is utilizing the wave propagation direction in flow characteristics. In Eq.
(16), the shock acceleration depends on the time derivatives associated with the 𝐶+ characteristics line. This is due to
𝐶+ being the only characteristic conveying information toward the shockfront. The rest of the characteristics, which
originated from the shockfront, should depend on upstream states. Hence, Eq. (18) implicitly computes the rest of state
derivatives with state derivatives associated with 𝐶+ fixed. This new boundary condition at shockfront provides more
accurate and numerically stable results than merely using interpolation. The results of this method are shown in the
one-dimensional shock-density wave test. For the Navier-Stokes equations, Eq. (19) needs to be revised to incorporate
the viscous effect into the state inversion process.

V. Numerical Results
In the following section, three advection problems will be discussed and tested by the conventional upwind finite

difference (FD) method [2] and the upwind MLC [8] in the fifth and seventh-order formulation and applied with the
shock-fitting method if possible. For one-dimensional problems, weighted essentially non-oscillatory (WENO) schemes
are used for comparing with the fifth-order methods and represent results using the shock-capturing technique. The
compared WENO methods are WENO5-JS [13], WENO5-M [14], and WENO5-Z [15]. The details of parameters
used in WENO methods for the tests will be discussed in the one-dimensional linear advection problem. For the
two-dimensional problem, DMLC will also be discussed. The time integration method for the three simulation cases is
the standard fourth-order Runge-Kutta method. The time step is set to be sufficiently small to remove temporal errors
and the corresponding Courant–Friedrichs–Lewy (CFL) number for the numerical tests ranges from 0.001 to 0.01. For
Euler equations, the local Lax-Fridrich method [2] is used for flux splitting. In addition to the above grid convergence
rate studies, a preliminary result of MLC with the 1-1-1-1 scheme for the two-dimensional supersonic flow over a
cylinder is also presented. Even though MLC still requires further study on the viscous wall boundary conditions for the
derivative layers, the result shows that the current implementation can converge to a proper solution which demonstrates
the potential of the method on real applications.

A. One-Dimensional Linear Advection
The one-dimensional linear advection problem with periodic boundaries from Henrick et al [14] is given as follows:

𝜕𝑢

𝜕𝑡
+ 𝜕𝑢

𝜕𝑥
= 0 on 𝑥 ∈ [−1, 1], 𝑡 ∈ [0, 2] (20)

and the initial condition:

𝑢(𝑥, 𝑡 = 0) = 𝑠𝑖𝑛

(
𝜋𝑥 − 𝑠𝑖𝑛(𝜋𝑥)

𝜋

)
(21)

The problem is designed to examine WENO methods when the first derivative vanishing points existed in the system.
From Henrick et al [14] works, WENO5-JS has convergence issues near the vanishing point even though the solution
is considered smooth. Hence, both WENO-M and WENO-Z are designed to address this issue and converge with
optimal spatial accuracy. The parameter, 𝜖 , of WENO local smoothness indicator in WENO5-JS is set to 10−6 and for
WENO5-M and WENO5-Z are 10−40.
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Fig. 2 One-dimensional linear advection: 𝐿1-norm error versus mesh number 𝑁 for fifth (left) and seventh-order
(right) methods.

Fig. 2 shows the 𝐿1-norm error convergence rate versus the mesh number, 𝑁 , for fifth and seventh-order results. In
fifth-order methods, WENO5-JS has the slowest convergence rate compared with the other four methods. This is due to
the aforementioned convergence property in WENO5-JS. In contrast, WENO5-M and WENO-Z are able to converge in
fifth-order accuracy which is the optimal convergence rate. One of the notable differences between these two methods is
the computational cost. WENO-Z requires 30% less computing time than WENO-M [15]. This is due to WENO-Z
using the absolute difference to re-evaluate smoothness indicators instead of remapping weights for each indicator. For
the non-shock-capturing methods, the upwind finite difference method provides a steady fifth-order convergence rate
and the error is slightly lower than the modified WENO methods for the same mesh number. For MLC, the method has
the best overall spatial accuracy. One of the reasons is that MLC has two times of degrees of freedom than the other
methods for the same grid points. However, even if the MLC result is shifted to match the degrees of freedom with
other methods, the error of MLC is still lower than the others. The superior spatial accuracy in MLC also happened in
seventh-order results. The one-dimensional linear advection problem shows the capability of the MLC with smooth
solutions.

B. One-Dimensional Shock-Density Wave Interaction
The one-dimensional shock-density wave interaction presented in this study is based on Shu-Osher’s problem [16]

and revised by Suresh [17] for improving problem smoothness. The problem simulates a normal shock moving at
Mach number, 𝑀 , relative to the upstream and interacting with a density wave. The governing equations are the Euler
equations:

𝜕

𝜕𝑡


𝜌

𝜌𝑢

𝜌𝑒

 +
𝜕

𝜕𝑥


𝜌𝑢

𝜌𝑢2 + 𝑝

(𝜌𝑒 + 𝑝)𝑢

 = 0 on 𝑥 ∈ [−1, 1], 𝑡 ∈ [0, 0.36] (22)

with the initial condition for downstream, 𝑥 ≤ 𝑥𝐺:

𝜌(𝑥, 𝑡 = 0) =
[
(𝛾 + 1)𝑀2] /[(𝛾 − 1)𝑀2 + 2

]
𝑢(𝑥, 𝑡 = 0) =

[
2
√
𝛾(𝑀2 − 1)

]
/[(𝛾 + 1)𝑀]

𝑝(𝑥, 𝑡 = 0) = 1 +
[
2𝛾(𝑀2 − 1)

]
/(𝛾 + 1)

(23)

and for upstream, 𝑥 > 𝑥𝐺:

𝜌(𝑥, 𝑡 = 0) = 1.0 + 𝛿 · sin4 (2.5𝜋𝑥)
𝑢(𝑥, 𝑡 = 0) = 0
𝑝(𝑥, 𝑡 = 0) = 1

(24)
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where 𝛾 = 1.4, 𝑀 = 3, 𝛿 = 0.2 and 𝑥𝐺 = −0.8. The problem selected is due to fluxes relative to the shockfront being
𝐶3 continuous when 𝑡 = 0. This smoothness property provides a more gentle start for the density interaction process
and yields a better convergence rate for high-order methods with the shock-fitting method.
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Fig. 3 One-dimensional shock-density wave interaction: density distribution at t = 0.36 (top) and the
corresponding density error distribution for fifth-order methods.

Fig. 3 shows the simulation results of mesh number 𝑁 = 1, 600 for fifth-order FD, MLC, and WENO5-JS. The
reference solution is from fifth-order FD with 𝑁 = 102, 400. From the density error distribution plot, a smooth region,
Ω1, is defined with 𝑥 ∈ [0.18, 0.43]. This region will be used for error evaluation in the later part of this test. Also, the
"global" error is defined by 𝑥 ∈ [−1, 0.43] to avoid errors near the shock.

Table 2 Global density 𝐿1-norm error and convergence rate for fifth-order methods.

FD (7-pts) MLC (2-2-1-1) WENO5-JS WENO5-M WENO5-Z
N 𝐿1 error 𝑟 𝐿1 error 𝑟 𝐿1 error 𝑟 𝐿1 error 𝑟 𝐿1 error 𝑟

50 3.43 · 10−2 6.21 · 10−3 4.91 · 10−2 4.79 · 10−2 4.85 · 10−2

100 1.24 · 10−2 1.5 4.65 · 10−4 3.7 2.48 · 10−2 1.0 2.88 · 10−2 0.7 2.82 · 10−2 0.8
200 1.86 · 10−3 2.7 1.00 · 10−5 5.5 1.02 · 10−2 1.3 1.25 · 10−2 1.2 1.14 · 10−2 1.3
400 8.58 · 10−5 4.4 2.23 · 10−7 5.5 4.13 · 10−3 1.3 5.24 · 10−3 1.3 4.31 · 10−3 1.4
800 3.04 · 10−6 4.8 5.79 · 10−9 5.3 1.58 · 10−3 1.4 2.06 · 10−3 1.3 1.63 · 10−3 1.4
1600 1.05 · 10−7 4.9 2.06 · 10−10 4.8 6.85 · 10−4 1.2 8.55 · 10−4 1.3 6.90 · 10−4 1.2
3200 3.78 · 10−9 4.8 1.01 · 10−11 4.4 3.13 · 10−4 1.1 3.66 · 10−4 1.2 3.19 · 10−4 1.1
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Table 3 Smooth region (Ω1) density 𝐿1-norm error in and convergence rate for fifth-order methods.

FD (7-pts) MLC (2-2-1-1) WENO5-JS WENO5-M WENO5-Z
N 𝐿1 error 𝑟 𝐿1 error 𝑟 𝐿1 error 𝑟 𝐿1 error 𝑟 𝐿1 error 𝑟

50 1.70 · 10−1 3.36 · 10−2 2.54 · 10−1 2.61 · 10−1 2.57 · 10−1

100 5.50 · 10−2 1.6 2.30 · 10−3 3.9 2.04 · 10−1 0.3 2.03 · 10−1 0.4 2.03 · 10−1 0.3
200 8.84 · 10−3 2.6 4.55 · 10−5 5.7 9.06 · 10−2 1.2 1.14 · 10−1 0.8 1.08 · 10−1 0.9
400 3.82 · 10−4 4.5 7.80 · 10−7 5.9 3.29 · 10−2 1.5 4.56 · 10−2 1.3 3.89 · 10−2 1.5
800 1.29 · 10−5 4.9 1.26 · 10−8 5.9 1.02 · 10−2 1.7 1.72 · 10−2 1.4 1.19 · 10−2 1.7
1600 4.12 · 10−7 5.0 2.00 · 10−10 6.0 2.83 · 10−3 1.9 5.46 · 10−3 1.7 3.15 · 10−3 1.9
3200 1.30 · 10−8 5.0 3.04 · 10−12 6.0 8.18 · 10−4 1.8 1.57 · 10−3 1.8 8.96 · 10−4 1.8

Table 2 shows the global density 𝐿1-norm error for the fifth-order methods. For the shock-fitting methods, the
upwind finite difference method converges around fifth-order and MLC can achieve a convergence rate with 𝑟 = 5.5 in
certain points. In contrast, the fifth-order shock-capturing schemes, without shock-fitting applied, are converged around
first-order even for the two advanced WENO methods. Table 3 shows the error convergence rate of fifth-order methods
in the smooth region, Ω1. For the shock-fitting methods, the upwind finite difference method achieves fifth-order
accuracy faster than the global error and MLC’s convergence rate is capped at sixth-order. On the other hand, WENO
methods’ performance is improved but still below second-order.

Table 4 Global and the smooth region density 𝐿1-norm error and convergence rate for seventh-order methods.

Global Smooth Region
FD (9-pts) MLC (2-2-2-2) FD (9-pts) MLC (2-2-2-2)

N 𝐿1 error 𝑟 𝐿1 error 𝑟 𝐿1 error 𝑟 𝐿1 error 𝑟

50 4.45 · 10−2 8.50 · 10−3 2.47 · 10−1 4.62 · 10−2

100 8.10 · 10−3 2.5 1.82 · 10−4 5.5 4.18 · 10−2 2.6 7.15 · 10−4 6.0
200 2.45 · 10−4 5.1 2.10 · 10−6 6.4 1.13 · 10−3 5.2 3.47 · 10−6 7.7
400 4.63 · 10−6 5.7 5.92 · 10−8 5.1 1.92 · 10−5 5.9 1.22 · 10−8 8.2
800 9.48 · 10−8 5.6 1.75 · 10−9 5.1 2.75 · 10−7 6.1 4.69 · 10−11 8.0
1600 2.80 · 10−9 5.1 9.31 · 10−11 4.2 3.77 · 10−9 6.2 1.82 · 10−12 4.7
3200 1.19 · 10−10 4.6 5.21 · 10−12 4.2 5.45 · 10−11 6.1 8.69 · 10−13 1.1

For seventh-order methods, Table 4 shows the 𝐿1-norm error in both global and smooth regions. Both the upwind
finite difference method and MLC are below seventh-order accuracy in the global region. One of the possible reasons
for the reduction in spatial accuracy is the upstream flux is 𝐶3 continuous across the shock. The discontinuity in
higher-order derivatives causes the high-order approximation to fail and leads to incorrect derivative estimation. The
error due to the discontinuity can be observed in Fig. 3 at the interfaces of different system waves (𝑥 around −0.5
and 0.2). One way to reduce the discontinuity error is using 𝐶∞ function in the upstream such as the bump function.
Nevertheless, the spatial accuracy is recovered when the seventh-order methods in the smooth region, Ω1. The upwind
finite difference method is capped at sixth-order accuracy due to the usage of the fifth-order boundary closure scheme
for stability. In contrast, MLC can even reach an eighth-order convergence rate with the proposed boundary condition
and eventually reduce to first-order due to the emergence of truncation errors.

Regarding computational efficiency, Fig. 4 and Fig. 5 show the 𝐿1-norm error in the global and smooth regions
concerning the mesh number, degrees of freedom, and elapsed time. Either in the plots of degrees of freedom or
elapsed time, MLC is the fastest method in converging errors. This implies MLC is the most memory and computing
time-efficient method among the compared methods. In seventh-order methods, the upwind finite difference method
requires 162.7 seconds to achieve an error of 10−10 in the global and smooth regions. On the other hand, MLC only took
122.4 and 48.7 seconds to reach the error for global and smooth regions respectively. In other words, MLC provides a
1.32 times speedup in the global region and 3.34 times speedup in the smooth region over the upwind finite difference
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Fig. 4 One-dimensional shock-density wave interaction: global 𝐿1-norm error versus mesh number 𝑁 (top),
degrees of freedom (middle), and computing elapsed time (bottom) for fifth (left) and seventh-order (right)
methods.

for obtaining density 𝐿1-norm error equal to 10−10.

C. Two-dimensional Linear Advection with Moving Mesh
The two-dimensional linear advection with moving mesh problem aims to verify MLC and DMLC with a two-

dimensional advection equation with moving mesh treatment. The problem is given as a rectangular computational
domain with a tilt angle 𝜃 = 30◦ and the entire domain is moving uniformly in ®𝑣 = (−1,−1). The governing equation

11

D
ow

nl
oa

de
d 

by
 U

C
L

A
 L

ib
ra

ry
 L

ic
. &

 E
-R

es
. A

cq
. o

n 
O

ct
ob

er
 4

, 2
02

4 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
4-

39
54

 



102 103

Mesh Number, N
10 14

10 12

10 10

10 8

10 6

10 4

10 2

100

102

D
en

si
ty

 L
1 -

N
or

m
 E

rr
or

5th-Order Methods ( 1)

FD (7-pts)
N 5

MLC (2-2-1-1)
N 6

WENO5-JS
WENO5-M
WENO5-Z

N 1

102 103

Mesh Number, N
10 14

10 12

10 10

10 8

10 6

10 4

10 2

100

102

D
en

si
ty

 L
1 -

N
or

m
 E

rr
or

7th-Order Methods ( 1)

FD (9-pts)
x 6

MLC (2-2-2-2)
x 8

102 103 104

Degree of Freedom, DoF
10 14

10 12

10 10

10 8

10 6

10 4

10 2

100

102

D
en

si
ty

 L
1 -

N
or

m
 E

rr
or

FD (7-pts)
DoF 5

MLC (2-2-1-1)
DoF 6

WENO5-JS
WENO5-M
WENO5-Z

DoF 1

102 103 104

Degree of Freedom, DoF
10 14

10 12

10 10

10 8

10 6

10 4

10 2

100

102

D
en

si
ty

 L
1 -

N
or

m
 E

rr
or

FD (9-pts)
DoF 6

MLC (2-2-2-2)
DoF 8

100 101 102

Elapsed Time, sec
10 14

10 12

10 10

10 8

10 6

10 4

10 2

100

102

D
en

si
ty

 L
1 -

N
or

m
 E

rr
or

FD (7-pts)
MLC (2-2-1-1)
WENO5-JS
WENO5-M
WENO5-Z

100 101 102

Elapsed Time, sec
10 14

10 12

10 10

10 8

10 6

10 4

10 2

100

102

D
en

si
ty

 L
1 -

N
or

m
 E

rr
or

FD (9-pts)
MLC (2-2-2-2)

Fig. 5 One-dimensional shock-density wave interaction: 𝐿1-norm error in the smooth region, Ω1, versus
mesh number 𝑁 (top), degrees of freedom (middle), and computing elapsed time (bottom) for fifth (left) and
seventh-order (right) methods.

for this problem can be derived from Eq. (9):

𝜕𝑔𝑈

𝜕𝑡
+ 𝜕𝐸 ′

𝜕𝜉
+ 𝜕𝐹′

𝜕𝜂
= 0 on 𝜉, 𝜂 ∈ [0, 1], 𝑡 ∈ [0, 1] (25)

where the state and fluxes in the physical domain are 𝑈 = 𝐸 = 𝐹 = 𝑢. For the initial condition:

𝑢(𝑥, 𝑦, 𝑡 = 0) = sin(2𝜋(𝑥 + 𝑦)) (26)
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and the coordinate transformation function:[
𝑥

𝑦

]
=

[
𝐷𝑥 · cos(𝜃) −𝐷𝑦 · sin(𝜃)
𝐷𝑥 · sin(𝜃) 𝐷𝑦 · cos(𝜃)

] [
𝜉

𝜂

]
(27)

Note that 𝐷𝑥 and 𝐷𝑦 are properly selected to ensure the state value consistent with the periodic boundaries. Fig. 6
shows the problem’s initial and end state in the physical domain.
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Fig. 6 Two-dimensional linear advection with a moving mesh: solution contours of the initial state (left) and the
end state (right).

Fig. 7 shows the simulation results of the upwind finite difference method, MLC, and DMLC on the problem. In
fifth-order methods, MLC and DMLC have very similar error distributions in the mesh number plot. Both of the MLC
methods perform slightly better than the upwind finite difference method in terms of degrees of freedom and using less
computing time to achieve the same order of accuracy. For seventh-order methods, all three methods have similar error
distribution in terms of degrees of freedom with MLC deviating from the trending line for a few grid points. However,
DMLC is still more efficient than the upwind finite difference. To obtain a result with 𝐿1-norm error around 10−9, the
seventh-order DMLC took 54.7 seconds to complete and the seventh-order upwind finite difference method used 163.4
seconds which is 2.99 times speedup for DMLC.

D. Two-dimensional Supersonic Vorticity-Entropy Wave Interaction with a Shock Wave
This testing case aims to test the numerical accuracy of the MLC shock-fitting method proposed in section IV.C on

the two-dimensional Euler equations. The problem is based on Mahesh’s linear perturbation problem [18] which is a
supersonic inviscid flow with a normal shock sitting in the middle of the computational domain (𝑥𝐺 ≈ 0). Fig. 8 shows
the initial density fluctuation distribution (𝜌∗ = 𝜌′/𝐴𝑒𝜌1) in the simulation domain. The left boundary is a supersonic
inlet with a given Mach number 𝑀∞ and the right boundary is a subsonic outlet. For the top and bottom boundaries, a
periodic interface is applied to these boundaries to connect the simulation solutions on the horizontal borders virtually.
The initial fluctuation terms for the upstream zone are applied as follows:

𝑝′1
𝑝1

= 0

𝑢′1
𝑢1

= 𝑙 𝐴𝑣 cos(𝑚𝑥 + 𝑙𝑦 − 𝑢1𝑚𝑡)

𝑣′1
𝑢1

= −𝑚𝐴𝑣 cos(𝑚𝑥 + 𝑙𝑦 − 𝑢1𝑚𝑡)

𝜌′1
𝜌1

= 𝐴𝑒 cos(𝑚𝑥 + 𝑙𝑦 − 𝑢1𝑚𝑡)

(28)

where 𝑙 = sin(𝜓1) and 𝑚 = cos(𝜓1). In this testing problem, the given freestream and fluctuation parameters are
𝑀∞ = 1.5, 𝐴𝑣 = 𝐴𝑒 = 10−4, and 𝜓1 = 15◦. For the initial solutions behind the shock wave, the downstream fluctuations
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Fig. 7 Two-dimensional linear advection with a moving mesh: 𝐿1-norm error versus mesh number 𝑁 (top),
degrees of freedom (middle), and computing elapsed time (bottom) for fifth (left) and seventh-order (right)
methods.

and the shape of the shock wave are derived based on the linear perturbation theory. The linearized solution can
be found in Mahesh’s work [18]. For the numerical simulation setting, the subsonic outlet boundary condition is
implemented by the non-reflecting characteristic boundary from Poinsot and Lele [19]. The entire computational domain
is Ω = [−1.5𝜋, 2𝜋] × [0, 2𝜋) and is split into two zones: upstream and downstream. The number of grid points for each
zone is (𝑁 + 1) ×𝑁 . The third-order strong stability preserving Runge-Kutta method [20] is used for the time integration
and the CFL number ranges from 0.05 to 0.3 for different grid sizes. The total simulation time is 𝑇∗ = 𝑇/𝑇𝑟𝑒 𝑓 ≈ 6.95
where the reference time is the perturbation traveling time in the spanwise direction, 𝑇𝑟𝑒 𝑓 = 2𝜋𝑙/𝑢1𝑚. The simulation
time is set to prevent the outlet numerical error, a 𝐶− acoustic wave, from reaching the solutions behind the shock wave.

Fig. 9 shows the 𝐿1-norm error with different mesh sizes and orders of the method used. The error is computed
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Fig. 8 Two-dimensional shock interaction: the initial density fluctuation distribution (𝜌∗ = 𝜌′/𝐴𝑒𝜌1) in the
entire computational domain (left) and in the vicinity of the shock wave (right).
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Fig. 9 Two-dimensional shock interaction: 𝐿1-norm error versus mesh number 𝑁 (top) and degree of freedom
(bottom) for third (left) and seventh-order (right) methods.

based on the density error right behind the shock wave and the reference solution is the finest grid point solution
(𝑁 = 512) from the seventh-order MLC. In addition to comparing the results between FD and MLC, this testing case also
compares different boundary condition implementations for MLC for the stream-wise state derivative behind the shock
wave 𝑈𝑠,𝜂 . The two boundary condition implementations are the method mentioned in section IV.C (MLC-proposed)
and the finite difference method (MLC-FDM). The finite difference method uses (𝑟 − 1)th-order one-sided difference
scheme to estimate the derivative behind the shock from the downstream state values 𝑈. For seventh-order MLC, the
finite difference approach uses (𝑟 − 2)th-order (fifth-order) one-sided difference due to the numerical stability issue
when sixth-order is used. Consequently, the 𝐿1-norm error of the MLC-FDM is about the same as the FD for the
same mesh number. On the other hand, the MLC-proposed approach can estimate the 𝑈𝜂 derivative without using
one-sided difference. This makes the method outperform the other two methods and achieve a seventh-order global
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convergence rate for coarser grid points. The testing case shows the importance of the boundary condition used for the
MLC to achieve the desired global convergence rate for simulation. The key to constructing an accurate MLC boundary
condition is to ensure the condition’s physical meaning between the value and derivative layers is consistent.

E. Two-dimensional Supersonic Flow over a Parabolic Cylinder
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Fig. 10 Two-dimensional supersonic flow over parabolic cylinder: temperature contour for the Euler equations
(left) and the Navier-Stokes equation (right) with third-order upwind finite difference method, FD, (lower section)
and multi-layer compact scheme, MLC, (upper section).

The last simulation case is the two-dimensional supersonic flow over a parabolic cylinder. In this problem, both the
Euler and Naver-Stokes equations are considered. For the geometry of the cylinder, the parabola is defined based on the
radius of curvature at the parabola center 𝑅. The explicit wall’s coordinate function is:

𝑥𝑤 =
1

2𝑅
𝑦𝑤

2 (29)

The freestream flow conditions are 𝑀∞ = 5.73, 𝑅𝑒𝑅 = 100, and 𝑇∞ = 250. For simplicity, this problem only considers
the ideal gas model with 𝛾 = 1.4 and 𝑃𝑟 = 0.77. The rest of the flow conditions can be found in Zhong’s supersonic
over a cylinder study [2].

The tested schemes are the third-order FD (five-point stencil) and MLC (1-1-1-1) for this problem set. In the
computational domain, 𝜉 is defined as the clockwise azimuthal direction to the parabola, and 𝜂 is defined as the
wall-normal direction toward the shockfront. The parabola endpoints for the Euler equation are located at 𝑥𝑒𝑛𝑑 = 𝑅 and
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for the Navier-Stokes equations are 𝑥𝑒𝑛𝑑 = 4𝑅. The discrepancy in the domain size used for the two equations is due to
the Navier-Stokes equations having convergence issues at the outlet for shorter computational domains. For boundary
condition implementations, a mirror condition is used at the centerline to reduce the computational cost. The outlet
boundary states in the Navier-Stokes simulations are computed through 𝑟th-order polynomial extrapolation for both
value and derivative layers from the interior points. The inlet states are obtained from the shock-fitting method described
in section IV. For the Euler wall boundary, the inviscid non-penetrable wall is applied. The pressure term is computed
from the pressure gradient based on the momentum equation in the wall-normal direction. For the Navier-Stokes wall
boundary, non-slip and isothermal conditions are applied. The wall temperature 𝑇𝑤 = 1250 and the pressure term is
extrapolated from the interior points. In addition, MLC uses polynomial extrapolation to obtain velocity derivatives on
the wall. All of the simulations use third-order strong stability preserving Runge-Kutta method [20] for time integration
with CFL number ranges from 0.05 to 0.6 for different mesh numbers. Simulations are considered converged when the
non-dimensional velocity change over steps is less than 10−4.

Fig. 10 shows the side-by-side comparison of the third-order FD and MLC in a non-dimensional temperature
contour for the two equations with mesh number (𝑁𝜉 , 𝑁𝜂) = (21, 21). The FD method is based on Zhong’s work [2]
which has been applied to various studies [21–23] and can be treated as the reference method to the problem. For
the current implementation, the MLC has similar results as the FD which shows the solution consistency between the
two methods. However, in Fig. 11, the 𝐿1-norm error of the pressure for the MLC is less accurate than the FD for
the same mesh number. This is due to the current MLC wall boundaries and subsonic outlet implementations are not
physically consistent for both value and derivative layers. Most of the implementations rely on extrapolation or one-sided
finite difference which introduces numerical instability or uncertainty to the MLC simulations. Also, as shown in the
two-dimensional shock interaction case, a non-physically consistent boundary (MLC-FDM) will deteriorate MLC error
convergence. As a result, deriving physically consistent boundary conditions for both wall boundary and subsonic outlet,
such as MLC-proposed in the previous case, is necessary for MLC to achieve the desired order of accuracy globally.
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Fig. 11 Two-dimensional supersonic flow over parabolic cylinder: 𝐿1-norm error for the pressure coefficient on
the wall versus mesh number 𝑁 for the Euler equations (left) and the Navier-Stokes equations (right).

VI. Conclusions and Future Work
This study implements the multi-layer compact scheme (MLC) on two-dimensional supersonic flow with non-

Cartesian grids and uses the derivatives based on the computational domain 𝑈𝜉 and 𝑈𝜂 as the newly introduced degrees
of freedom. In addition, a physically consistent boundary condition is proposed for the shock-fitting method. The
numerical accuracy of combining MLC and the proposed boundary condition was investigated and compared with other
high-order methods in both one-dimensional and two-dimensional problems. In the one-dimensional shock-density
wave interaction problem, the approaches with the shock-fitting method have better spatial convergence rates than the
shock-capturing methods. Shock-capturing methods only have around a first-order convergence rate for this problem.
In contrast, the shock-fitting method can achieve sixth-order accuracy for the upwind finite difference method and
eighth-order accuracy for MLC in the smooth region. This is due to the shock-fitting method only simulating the flow
behind the shock wave which prevents the solution from smearing out and oscillating when across the discontinuous
interface. Noting that, even though the shock-fitting method preserves high-order accuracy in this case, the method
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requires a relatively simple shock structure to pre-define the shock location in the computational domain. For the fluid
flow involved with complex and multiple shock interactions, shock-capturing methods are still the appropriate choice for
these kinds of problems. Among the numerical schemes implemented with the shock-fitting method, MLC is more
computationally efficient than the upwind finite difference for obtaining the same order of errors. The seventh-order
MLC can have a 1.32 times speedup over the seventh-order upwind finite difference method for the same global 𝐿1-norm
error and 3.34 times speedup in the smooth region.

For the two-dimensional system, both MLC and DMLC were implemented on the linear advection with a moving
mesh problem. The cross-derivative approximation in MLC makes the method less accurate in seventh-order form and
potentially introduces numerical instability to the simulation. On the other hand, DMLC resolves the stability issue in
approximating the cross-derivative term and has a more consistent and stable error convergence rate. The resulting
speedup for DMLC over the finite difference method is 2.99. From the studied cases and compared methods, MLC
is the suitable method for the one-dimensional problem and DMLC is the most efficient and stable method for the
two-dimensional linear advection problem. In the two-dimensional shock interaction problem, the proposed MLC
shock-fitting method is physically consistent between both value and derivative layers. This property stabilizes the MLC
boundary scheme and makes the scheme achieve the desired order of accuracy globally. On the other hand, the current
boundary condition implementations for the supersonic flow pass cylinder for both Euler and Navier-Stokes equations
fail to achieve the desired order of accuracy. This is due to the wall boundary and subsonic outlet relying on polynomial
extrapolation or one-sided difference which are not considered as physically consistent methods. These testing cases
show the importance of consistency in MLC boundary conditions to fully utilize the method’s potential.

The future work of this study is to derive the physically consistent wall boundaries and subsonic outlet for MLC. One
of the approaches can be based on the high-order characteristic method from Poinsot and Lele [19]. The method provides
a physically accurate description of the boundaries from the point of view of the method of characteristics. However, to
apply the characteristic method to MLC on the parabolic cylinder, the non-Cartesian form of the method needs to be
obtained. Also, the constraints for the MLC derivatives layer are required to be tested. If the physically consistent MLC
boundary conditions are found for the supersonic flow pass cylinder problem, MLC potentially can achieve a global
seventh-order convergence rate. With the correct boundary conditions, MLC will be able to significantly improve the
simulation accuracy and computational efficiency of the supersonic boundary layer transition flow simulation which
benefits the high-speed vehicle development in the aerospace research community.
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